

1

How Values are in Science* 

Peter Machamer and Heather Douglas

History and Philosophy of Science

University of Pittsburgh

Prolegomena



The humanities seem to have lost their place in society and their prestige in Academia.  Humanities departments in colleges and universities are now threatened by budget cuts and possible extinction.  In response they madly scurry to find a rationale for their existence.  Similarly, science and its academic place are increasingly in question.  Funding cuts and failure to attract new generations of students have caused great worries and some self-reflective doubts in the scientific academy.  Scientists, and their administrators,  are avidly working to curry favor with corporations who will provide the money to preserve, at least, the status quo of funding.


Earlier this century, a similar crisis arose in the field of English literature.  The proposed solution was to ground literature as the guardian of values, a view developed by F. R. Leavis and others.  Thus, the “canon” was codified.  Now, literature, once held to be the locus for studying values and understanding the person's place in the world, has given way to culture studies.  Literature and its established canon was found insufficient to give us the sweeping and complex picture of values; we needed a broader view that encompassed repressed cultures, economic forces, alternative ideologies, and popular culture.  By helping us uncover and understand the "political ideologies" that colored and encoded the very conceptions people had about their own identities, culture studies intended to help us really understand values.  Thus, culture studies was to become the new locus for questions of values.  In pursuing this agenda, culture studies has uncritically and eclectically borrowed from philosophy (particularly French and German philosophy), history, sociology, political science, psychoanalysis, Marxism, feminism, and whatever else happened to by lying about.   


Armed with all these disciplinary tools, academics in culture studies could truly begin the “canon wars.”  The debate was about where the true source of values was located: in the classic texts or in a broader view of cultural productions that included film, television, and texts outside the classic boundaries.  In these debates, science, technology, and other similar social institutions were simply reflections of the prevailing capitalist ideology, tools forged by the ruling classes (white, male, and imperialist) to preserve and enhance their own power.  Thus, science was just another human endeavor carrying with it its own ideological values, and could be commented upon in the same ways that one used to talk about literature and other value reflections.


Despite the promise of culture studies in trying to understand values, it has not performed as hoped.  Today, values are at the forefront of everyone's concern.  Entities which are supposed to help us understand values better, such as books, magazines, films, and television, are taking up more time and occupying more people than ever before in history.  Yet there is a world-wide sense of malaise, a sense that there is no sense of value.  Events of the modern world have swamped our sense of the valuable.  As it stands, nobody knows what values are, or what they ought to be.  (The exceptions are those throwbacks who have retreated to various historically inaccurate or outdated, idealized, utopian forms of religious, family, or labor values.)


  Where does this leave academia?  Once again, C.P. Snow's "two cultures" have lined up those in the humanities [and some forms of social science] against those in the sciences [natural, and some forms of social].  This time, the humanities, it is claimed by some, are only truly represented by culture studies.  For those in the sciences, science is pure, objective epistemology seeking after truth; while for those in culture studies, science is just another ideological institution.   


Many who once defended science as the paradigm of objectivity and free inquiry as well as the source of so many benefits for society now question that judgment.  Observers have noted weaknesses in science's claims of value neutrality.  Political, economic, social, and cultural norms of a society all influence which research projects receive funding and how the results of the research are used.  A deeper issue concerns which values influence the “internal” workings of science.  Clearly some values that govern the internal working of science are acceptable because of their importance in the enculturation of scientists into their discipline, such as the need for data sharing, critical evaluation of ideas, and peer review.  But what of other values?


In the midst of all this comes the “Sokol affair.”   It has caused much furor and fury, much noise and heat.  Perhaps, though, there has not been enough light.  


Alan Sokol seems most clearly right, when he sarcastically, and perhaps ironically, points out the jargon-laden character of the pretentious prose of the “culture critics.”  He also is undoubtedly correct when he claims that this prose sometimes masks an ignorance of the basic facts, concepts, and nature of science.  Unfortunately, Sokol's own view of science, and especially of science's relation to values, is simple-minded and inadequate.


On the other side, Stanley Aronowitz has fallen into the stereotype sketched by Sokol, obscurely verbalizing a complex vision concerning the wide reaching implications of science and its relation to politics.  Aronowitz in his muddy musings misses much of what is truly, and maybe even uniquely, characteristic of science as a human endeavor.  But, nonetheless, he is dead right to emphasize that science is not a value free enterprise, and to stress that science needs to be conceived, even by scientists, in much broader ways and with wider implications than is normally done. 


Thus we think that Aronowitz is right about the complexity of values and science, and about pointing out that the primary practitioners are not always in the best position to see how values function.  But Sokol is right in stressing that there need to be clear ways to discuss the issues concerning science and its relation to values, and these ways should not neglect, obscure, or falsify what is important about science.  


But this leave us, quite surprisingly, at the same place we started,  without any clear idea of what the relations are between values and science.  We will offer some illustrative examples, which will show that standard distinctions often drawn between the “internal” and “external” values (or “cognitive” and “social” values) are untenable, but that this does not open the door to “anything goes” argumentation.  Finally, we will draw a few conclusions about the “two cultures” and about what ought to be said about humanities, social structures, and the natural sciences.

Interactions of Science and Value 


First, we need to get a sense of how values work.  Values, in their most general and simple form, are reflections of what people find important or valuable.  These values may exert conscious or unconscious influences.  They may be critically or uncritically adopted.  Values may be believed for good or bad or no reasons.  But whatever their origin, and however they are currently held or believed, values play their main role in determining people's judgments or actions.  Schematically,  people evaluate a problem or course of action by generating a set of possible actions and drawing their implications.  They then select an alternative from this set of possibilities on the basis of the value of the action and its likely consequences.  Again they may perform this evaluation unconsciously or consciously, critically or uncritically, using good reason, bad reason or apparently no reasons.  We do not have space here to talk more about values and decision making in general.


Values, and therefore evaluations, also affect selection problems in science.  Many who deny that science can (or should) be value free have focused on the beginning and end stages of scientific work, where the intrusion of extra scientific values is fairly obvious.  For example, the beginning stages of science, where actors choose a research program, are clearly influenced by values.  Scientific research projects--such as research on AIDS-- are often chosen precisely for their value.  They may also, like some cancer research, be chosen for their high prestige factor.  At the final stages of science, the uses to which research results are put are often open to debate and a place where values clearly play a strong role.  The atomic bomb, and the question of the scientists' responsibility, is but the most famous case.   


Before considering some examples in which values affect the actual doing of science, let us consider an argument about socio-political uses of scientific research that can be illustrated by the atomic bomb case.1  Consider a scientist who argued that the actual doing science is completely value neutral, and that values only enter when someone (the politicians or whomever) decides how to use the results.  The simplistic idea here is that science deals with facts; other people bring in values.  The goal of this scientist was to perfect the theory and implementation of atomic fission so that a controlled atomic reaction could be produced which could then be used to build a bomb.  If the scientists knew that this was the end game, i..e. that the scientific work was leading toward a bomb, then there is no way in which his research steps were neutral in any interesting sense.  Knowing of the potential bomb means that all the steps taken to achieve this end were known to be means to that end (even if he personally failed to draw the implication).  In other words, achieving one aspect of the goal of controlled fission was a necessary step in the achieving of the bomb.  Therefore, partial responsibility for the bomb adheres to those who have achieved the steps towards its production.  So in any case in which the final end is known, where that end has clearly social-political consequences, is eo ipso a case in which the means towards that ends carries socio-political implications, even if those implications are not considered, believed or intended by the one who only establishes some part of the necessary means.  The backwards transitivity here carries because anyone who knows that a bomb is the end goal, also presumably ought to know what bombs can do and how they may function is a socio-political arena.  And anybody knowingly implementing a stage on the way to the end, clearly also knows of the end and knows of that stage's part in reaching the end.  Note that the end may be good or bad (by whatever lights)--one may believe the bomb is justified to bring an end to the war, or that it is never justified because of its massive destructive power (or effects on the innocent, etc.).  The only point we wish to make here is that these both are clearly values that our scientists would not allow as affecting the scientific process.  He believes that isolating the sub-goal, effecting controlled fission, is sufficient to insulate the responsibility transfer.  It is not.


But what if the scientist does not know the end goal; that it is a bomb that is to be produced.  In this case, the knowledge of the end cannot carry back to the means of achieving the end.  Here things become murkier.  One must consider if the scientist could have been reasonably expected to known the end, or at least know it in some vague but sufficiently clear way?  If so, then the responsibility carries.  If not, then he is just a scientist in a research lab, working on what seems to be a "solely scientific project" with no social-political implications attending to the results.  


We claim that values enter into science, and particularly into scientific reasoning, in many places.  Another place to see this, in a general way, is to think about the role of classification or categorization in judgment in general, and in scientific judgments in particular.  Briefly, and in linguistic terms, to make a judgment is to attach a predicate to a subject.  In the simplest cases, this is to make a claim about an object (the subject): that it truly exhibits the property ascribed by the predicate.  In other words, to make a judgment is to classify or categorize a subject in terms of a predicate, and say that it belongs to that class or category of things.


So in science, to sort data into types, or to search for data that relates to the theory being tested, is already to attempt to apply categories to particular things.   In a trivial way, this is a social activity, because people need to be trained how to recognize and sort data, e.g. how to look for things under microscopes.  This is just another instance of the fact that all cognitive or epistemic activity involves training, and training is public and social in nature.


But more interestingly, categorization can involve values generated from issues that are only indirectly connected to the judgment being made.  For example, consider the problems arising from recent controversies concerning definitions of death.  Advances in technology have produced ways to sustain artificial respiration and cardio-pulmonary function,  so a new look at how we define death was needed.  The traditional cardio-pulmonary definition was problematic.  Instead physicians turned towards a definition based on brain functioning.  The criteria for brain death include:  profound coma, no eye movement, no corneal reflexes,  no cough or gag reflexes and no spontaneous respiratory attempts off ventilator for 3 minutes (APA and American Bar Association).  Its first claim to prominence came in 1968, when it was put forward (in slightly different form) by an ad hoc committee of Harvard Medical School.  (Report of the Ad Hoc Committee of the Harvard Medical School to Examine the Definition of Brain Death 1968)


Whatever the intentions of the authors of this 1968 paper, turning towards a brain-centered definition of death, as opposed to the cardio-pulmonary definition, allowed better organ harvesting, creating better possibilities for transplants.  This is clear from the present guidelines about spontaneous respiratory attempts off ventilator--it reads:  "Note: If the patient is a potential organ donor, this test should not be done, or if done, should follow the protocol in ICU using 100% oxygen and should be done only after consultation with the Transplant Coordinator."


Now at this moment, we do not wish to argue one way or another about the adequacy of this brain death definition, only to point out that it involves a change in the way that persons are classified as dead.  There seems little doubt that this change was motivated, not only by the technological advances, but also by another concern that incorporates another value, namely, that  organ transplants are worth doing.   

Cognitive vs. Social:  An Untenable Distinction



In discussing the possible influence of values at various stages, many philosophers attempt to draw a distinction concerning the kind of values influencing science.  Often this distinction is drawn between “social” type values and “cognitive” type values, or in more out-dated language, between values and facts.  Cognitive values (the facts) are taken to represent legitimate influences on science.  These are influences concerned only with good knowledge practices, e.g. good data gathering, good statistical inference drawing, etc.  The social values represent illegitimate influences that have nothing to do with knowledge per se, such as the desire for a research program to promote a political purposes.  In the atomic bomb case, a scientist, like Sokol, might argue that only cognitive or epistemic values guided his research into atomic fission.  What other people chose to do with the results of this research was not his problem.  Or, even if it was his problem and he shared responsibility in some way for the bomb's production and subsequent use, at least there were no extra-scientific (non-cognitive) values that affected the research per se.


This desire to distinguish “cognitive” values from “social” values is apparent throughout the long and venerable tradition in the philosophy of science, most notably among the positivists.  Many different labels have been used for the two halves of this distinction:  fact/value, epistemic/non-epistemic, scientific/ non-scientific, constitutive/contextual, rational/emotional, empirical/non-cognitive, and cognitive/social.  If only one could make any one of these distinctions clearly, one could prevent the contamination of science by influences that do not promote the goals of knowledge; one could keep Francis Bacon’s idols at bay.  With such pure knowledge in hand, one could then perform completely rational decision making, relegating debates over social or emotional values to their proper sphere.


We claim that one cannot usefully or coherently distinguish the cognitive from the social.  There is no principled way to draw such a distinction.  To attempt to do so is to ignore crucial complexities in the development and use of knowledge and ignores the complex nature of values.  How could any such dichotomy capture the types of values that we often refer to: cognitive values, epistemic values, social values, cultural values, traditional values, family values, peer group values, subculture values, aesthetic values, intrinsic values, absolute values, religious values, personal values, economic values, emotional values, idiosyncratic values, medicinal values, etc.?  Even the list of the so-called epistemic values is daunting and covers a wide spectrum of issues: truth, reliability, warranted assertability, evidential support, plausibility, likelihood, believability, coherence, consistency, comprehensiveness, inclusivity, unification, descriptiveness, accuracy, simplicity, approximation, etc.  With so many values, it is small wonder that an simple minded duality will not do.


More importantly, there can be no epistemic without the social, and conversely.   Everything cognitive necessarily requires learning (or natural selection), and all learning is ineliminably social in its processes.  Further, what is learned, the content of learning, is social by its nature, and, of necessity, public in its character.  Conversely, what is social, any form of social affect, cause or influence, must somehow be effective in individuals and enter into the internal set of causes that bring about behaviors and actions.  A being cannot be a social being without the necessary knowledge of social norms for behavior.


Denying that a clear distinction can be drawn between the social and the epistemic, however, does not require giving up a distinction between legitimate and illegitimate reasons in science (or any other domain of knowledge).  What is considered good reasoning is based upon a set of normative standards that have grown out of the practices of the scientific community.  Any such standards are both cognitive and social, and must be met in a debate within the community(ies) involved.2

In order to flesh out this argument, we will illustrate the failure of the cognitive/social distinction in two cases from science and show where and how values have had a crucial influence.  The cases will deal with the value influences not at the first stage of research (the choice of a research project) or the last stage of research (the use of the results), where one would expect, even applaud, the influence of social values on science.  Instead, the cases will show how the middle stages of science are influenced by a complex mixture of the cognitive and the social.  The first case addresses these issues for a recent study in epidemiology concerning dioxin exposure of workers.  Because one might expect such a controversial topic to be influenced easily by social values, the second case, while more historical, deals with an area far removed from public policy:  Millikan's work to determine the charge of the electron around 1910.  Both cases will support our position and show the need for further understanding of the nature of values that play a role in science, once we have discarded the useless cognitive/social distinction.  


The Epidemiology of Dioxin


The public debate over the health risks posed by dioxins has continued unabated for two decades with no resolution currently in sight.  Dioxins, a class of chemicals produced as by-products in many industrial processes, are highly toxic but present in very small doses.  While there is no dispute over the danger to human health these chemicals would pose if produced in large quantities, there is considerable dispute over what level of exposure would be a health threat and what kinds of health problems dioxins may produce in humans.  


Workers exposed to dioxins during herbicide productions have been tracked with particular care in the U.S.  In 1978, NIOSH (National Institute for Occupational Safety and Health) created the dioxin registry, to record and track those chemical workers who were exposed to the dioxin-contaminated herbicides.  (Fingerhut et. al. 1991-a, p. 212) In 1991, Fingerhut et. al. published a large and comprehensive study based on the registry, which consisted of 5,172 chemical workers.  Because of its large size and careful methodology, it was hailed as one of the best studies yet in the area of dioxin and cancer epidemiology.  (Bailar 1991-a, Roberts 1991) This study found statistically significant increases of cancer among the workers in the following areas:  overall cancer, overall cancer among those exposed for a year or more with latency periods of over 20 years, lung cancer, and soft tissue sarcomas [STS].  (Fingerhut et. al. 1991-a, p.214)


There are many things of interest that can be said about this study.  Here we will mention only a few.  One problem with the study concerns the gathering and classification of data.  One of the cancers of concern with dioxin is Soft Tissue Sarcoma (STS).  Because STS is difficult to diagnose correctly, death certificates of people who have died of STS have been known to declare a different cause of death, and people who have as cause of death STS on their death certificates have been known to have died from another cause (for the cancer to have originated not as STS).  Part of the problem arises from International Classification of Diseases (ICD) coding.   As one observer has noted, “ because the ICD coding scheme for underlying cause of death is based on site [for cancer] rather than on histological factors, these malignancies [STS] may be misclassified as developing from the organ in which the tumor is located rather than from the specific tissue from which the tumor evolved.”  (Sinks 1993, p. 4) Thus, death certificates are known to be unreliable. 

 
In the Fingerhut study, the authors clearly encountered this problem.  Only four men had STS as cause of death on their death certificates.  These four were sufficient to show a strongly statistically significant increase of risk (as much as a nine-fold increase).  But in a tissue review of the four men, only two actually died of STS.  (Fingerhut 1991-a, p. 215)  To make matters more complicated, the authors knew of at least two other deaths from STS that were not listed as such on the death certificates and of a third man who died of STS but was not included in the study. (Fingerhut 1991-a, p. 215)  The decision to stick with the death certificates as the source for encoding cause of death for the study must rely on some value judgments.   The researchers must rely on the relative accuracy of the death certificates and assume that in cases like the STS study, roughly the same number that are miscoded as STS are also overlooked.  


Values played a role in the scientific interpretation of the Fingerhut findings as well.  The significance of these findings was rapidly disputed.  One year after the publication of the Fingerhut study, Collins, Acquavella, and Friedlander (1992) published an article reviewing and critiquing recent epidemiological dioxin findings, including the Fingerhut study and a smaller German study by Zober et. al (1990).  The Zober study tracked 247 German workers who had been exposed to dioxin in an industrial accident in 1953, whereas the Fingerhut study included 5,172 workers from a dozen plants in the US.  


First, Collins et. al. examined the problems with drawing the conclusion that since the Fingerhut study found an excess of Soft Tissue Sarcomas (STS), we should believe that dioxin exposure can cause STS.  While they do address briefly the death certificate codings discussed above, they mention only those cases that were wrongly coded as STS.  They fail to mention the STS cases that weren’t coded as such.  Another of their criticisms was that  “there were no STS deaths reported in the Zober at al study,” so, perhaps, the reliability of the Fingerhut study should be questioned. (Collins et. al. 1992, p. 66) However, STS is extremely rare such that only 4 cases among 5,000 workers were sufficient to provide a strongly statistically significant result for Fingerhut.  It would be truly startling if even one case of STS appeared in the Zober study of fewer than 300 workers.  The Zober study is simply not large enough to make it probable that instances of such a rare disease would show up, even though the workers may have a statistically significant increase of risk.  


What does this argument and counter-argument tell us about the values involved?   Collins, Acquavella, and Friedlander work for Monsanto Chemical Company, a company  responsible for dioxin pollution.  One might expect that the company’s interests (in profit-making, reduced regulation, etc.) would determine what types of claims are acceptable in their employees’ work.  One might think that most everyone is agreed, in principle, that this type of value influence ought to be excluded from scientific arguments.  However, this is not clearly agreed upon.  One might argue that in regulatory cases, like dioxin limits, industry concerns, as reflected by the industry scientists, need to be balanced against those of the academic scientists and those scientists working for the regulatory agency.  Scientific truth will have its guarantee by the equal distribution of competing interests.


Although Collins, et al. are identified in their paper as working for Monsanto, company loyalties play no explicit role in their reasoning, nor are their premises attributable to values protective of company interests.  One may rightly think that their place of employment acts a general motive for selecting arguments that contravene the Fingerhut study.  Being aware of the potential conflict of interest (between the needs of the company and the needs regulation in the interest of public health) suggests that we ought to look very carefully the authors’ arguments.  When we do, we find a mixture of good arguments and weak arguments, all of which point to the conclusion that dioxins may be less dangerous than feared.  However, the distinction between good arguments and poor arguments is not made by invoking the intrusion of values.  The poor argument discussed above is statistical in nature and so is the reply.  A closer look at statistical arguments reveals that values play an important role in these arguments as well.  Again, simple value dichotomies will not help us sort good arguments from bad. 


What counts as a statistically significant result?  It seems clear that the excess STS cases found in the Fingerhut study of 5,000+ workers should be considered more significant than the lack of STS cases in the Zober study of less than 300.  But how significant does it need to be?  Statistical significance levels are really the level of false positive error that will be tolerated in the particular study.  What level of error should be tolerated seems obviously to depend upon what the importance of the findings of the study are, or, more colloquially, what hangs on whether one makes a mistake or not.  Presumably this is a value judgment about the importance of the claim advanced in the study.  But such evaluations of importance depend upon many other values, such as what groups are likely to be affected, how wide-spread the phenomenon is, what the costs of a mistake are, etc.


On a more pragmatic level, one social reason why most significance levels are chosen is because the person doing the study has been trained to use a particular statistical package or a professional tradition, which only allows her to set significance levels in particular ways, and  the tradition in this type of research dictates that the levels should be set at certain values. In addition, significance levels are determined by acceptable risk levels, and these are determined in a wide variety of ways.


  Consider the another issue in dioxin epidemiology:  Is it biologically plausible that dioxin cause cancer at multiple sites in the body?  Some authors clearly think that multiple sites indicate that multiple chemicals are at work.  (Collins et. al. 1992 p. 67, Carlo and Sund 1991) As one paper stated:  “Cancers at various sites are different diseases.  We know of no instances in which a carcinogenic agent has caused a general increase in cancer overall.” (Carlo & Sund, 1991)   While this claim can be disputed (see Bailar 1991-b, Fingerhut 1991-b), a more interesting response to this criticism comes form the laboratory animal studies done on dioxin.  In these studies, dioxin did cause cancer at more than one site. (Lilienfeld and Gallo 1989, p. 34)  In fact, dioxin seems to be a promoter rather than a mutagen, which would perhaps clarify how it could act on multiple sites.  Yet this research on dioxin is relatively recent and must be weighed against the prevailing biological wisdom that chemicals generally cause cancer at one site.  Here, values commonly held to be epistemic come into conflict:  Should we follow the accepted wisdom of what generally happens or rely on recent and perhaps debatable empirical evidence that goes against this wisdom?   


More specifically, different groups of scientists with different training tend to view differently the importance, reliability and legitimacy of extrapolating animal studies to human studies.   Should we characterize these as social (training) differences about a putative cognitive technique, i.e. a practice of evidence evaluation?   Trying to separate the cognitive from the social is not helpful here.  Instead we could talk about the legitimacy of using animal studies in specific types of problems--recognizing that one reason this dispute occurs is due to of the socialization of scientists in different experimental paradigms and research techniques.  
This last example again illustrates our general point:  The cognitive and the social are legitimately intertwined around and through the many stages and layers of scientific practice and argument.  Trying to tease apart the social and the cognitive will not help us distinguish good arguments from bad ones.  However, many readers may still be skeptical of this claim because of the politically charged nature of the dioxin debate.  We will now turn to a more "pure" scientific example from the history of physics.

Millikan’s oil drop experiments

In the first decade of this century, many physicists believed the electron was the most fundamental unit of charge, but they were unable to measure this charge precisely.  A series of experiments were developed which tried to increase the accuracy of this measurement.  These experiments (called Wilson cloud experiments) relied upon measuring the movement of a cloud of droplets in a charged space.  (For more detail on this work, see Holton 1978)  A young American physicist, Robert Millikan, began working with this approach, and by 1909 had achieved (accidentally) a major breakthrough:  he isolated droplets rather than clouds of droplets, thus greatly increasing the precision of the experiment.   (Millikan 1909, 1910-a)  By 1910, Millikan had begun using oil droplets rather than water, increasing the stability of the drops and again enhancing the accuracy of his results. (Millikan 1910-b)  This research would produce a definitive measure of the electron’s charge, convincing many skeptics of the electron’s existence. (see Fletcher 1982 or Millikan 1950, pp. 76-82) While this may seem to be a pure story of scientific discovery and epistemic values, a closer examination reveals an inseparable mixture of social and epistemic values at play.


Part of what motivated Millikan to pursue this research program was the widespread belief in electrons in the physics community.  The measurements of this fundamental unit of charge were inadequate; more precise measurements were needed.  At the same time, however, there was incomplete evidence at best concerning the existence of the electron.  Ironically, Millikan’s work was considered among the most convincing evidence, changing many people’s minds.  So a widely held, but unproven, theory was the motivation for Millikan’s experimental research program.  If the physics community had not believed in the electron already, it would have been absurd for Millikan to assume its existence, as he did, in his approach to measuring its charge.  


Millikan’s approach was to eliminate as much error as possible, increasing the accuracy of the measurements.  In addition to many adjustments to the apparatus in order to reduce sources of error, Millikan was also very selective with his data.  He chose to throw out certain runs because they seemed unreliable to him. (Millikan 1910-a, p. 220)  How did Millikan know which data runs to through out?  Clearly intuition played a significant role, with some of his justifications based on uncertainties in measurements or in the way the apparatus was working.  An experimenter must have the proper feel for the apparatus, similar to an artisan.  These feelings or intuitions are often what separate good experimentalists from great ones; Millikan was certainly a great one, receiving a Nobel prize for his work.  The reliance on such intuitions is cognitive, personal, emotional and social:  no student would be to get away with throwing out data as Millikan did; only those recognized as being good enough can enjoy such liberties.  What is worth remarking here is that such experimental skill is clearly valued in science.  It is a value that is directly related to knowledge acquisition (and validation), yet is cannot be accommodated in most definitions or accounts of cognitive values.  Practices and skills are not propositional or discursive, and so do not fit into most philosophical accounts of knowledge.


What is social and what is cognitive here?  Not surprisingly, asking this question does not help us understand what happened in this case or whether it was good or bad.  These categories are not useful, at any stage of scientific practice, for evaluating that practice.  

Conclusion

 What is worth noting in the Sokol-Aronowitz debate, and more generally in discussions about science and value, is how much we need better ways of talking about values.  But it should be noted that the vocabulary for such discussion, and many of the forms of the arguments,  has been and needs to be drawn from the philosophy of science.  This not to say that all philosophy of science is good.  Certainly, philosophers have much work to do, as do sociologists, historians, and all other observers, participants and critics of science.


Approaching the issue of values, including those in science, from just one discipline will certainly be impoverished.  It must be a multi-disciplinary effort.  This is part of what the cultural studies approach had right.  But the training in the relevant disciplines must be rigorous for such an approach to problems to be effective.


In this paper we have laid out the first steps in developing a more useful language for this effort.  We have cleared away talk of cognitive vs. social value, talk of purely epistemic values, and other false dichotomies.  We have begun to examine what values are and how they might play a role in science.  Hopefully, further debate will add clarity and accuracy, rather than obscurantism and simple-mindedness. 
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1 Any case where the results of scientific research can be used for socio-political purposes will be similar in kind to the atom bomb case.  Responsibility in all such cases should be treated in the same way.





2 For a sympathetic elaboration of view of this type, see Allan Gibbard, Wise Choices, Apt Feelings (Harvard 1990).





