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Abstract:  Weighing complex sets of evidence (i.e., from multiple disciplines and often divergent in implications) is increasingly central to properly informed decision-making.  Determining “where the weight of evidence lies” is essential both for making maximal use of available evidence and figuring out what to make of such evidence.  Weighing evidence in this sense requires an approach that can handle a wide range of evidential sources (completeness), that can combine the evidence with rigor, and can do so in a way other experts can assess and critique (transparency).  But the democratic context in need of weight of evidence analysis also places additional constraints on the process, including communicability of the process to the general public, the need for an approach that can be used across a broad range of contexts (scope), and timeliness of process (practicality).  I will compare qualitative and quantitative approaches with respect to both traditional epistemic criteria and criteria that arise from the democratic context, and that a qualitative explanatory approach can best meet the criteria and elucidate how to utilize the other approaches.  This should not be surprising, as the approach I argue for is the one that most closely tracks general scientific reasoning.

I. The Weight of Evidence Challenge

In democratic decision-making, science plays a key role.  It is science that can inform us of whether a policy intervention will be efficacious in the way desired by policy-makers.  It is also science that can alert us to new potential policy problems, and inform us of their extent, helping to determine (although not solely determining) whether policy-making is called for.  To not use science in such decision-making would be to ignore our most reliable source for empirical knowledge beyond our everyday experience.  And to use science selectively, to use only that evidence which is convenient or easily interpreted, would be to violate general principles about the completeness of evidence, for example Carnap’s principle of total evidence (Carnap 1947, p. 139), that guard against arbitrariness in the selection of evidence one considers.  Thus, if we want to use science properly and effectively, we must consider all the available relevant scientific evidence in order to make sound policy-decisions, whether those decisions concern the extent to which a policy is needed or the exact nature of the policy intervention.  

But this need to consider all relevant evidence creates two practical philosophical worries.  The first is what should count as relevant in the bounding of the evidential sets.  If there are disputes as to what counts as relevant evidence, it would be useful to have some non-arbitrary way of addressing those disputes, of saying what should and should not be considered relevant.  The second is how to consider or “weigh” the evidence available.  This is perhaps the thorniest form of the problem of scientific inference.  Rather than considering how well one piece of evidence confirms a particular theory, the weight of evidence challenge demands that we consider how to weigh many pieces of evidence with respect to several theoretical claims.  

The challenges for weighing these sets of evidence arise from two sources.  First, the evidence usually comes from disparate disciplines and methods. (Krimsky 2005)  Some evidence will come field studies or epidemiological studies.  Some evidence will come from laboratory animal or experiments under controlled conditions.  And some evidence will be about possible underlying mechanisms or causal forces at play.  Because of these disparate methods—measuring disparate types of things— simple arithmetic efforts to combine the evidence will usually be insufficient.  Whether the different methods are actually measuring similar things (much less the same thing) is usually part of what is disputed.  So whether simple approaches to combining the evidence are appropriate in a given case is what must be decided by weighing the evidence.  Thus, simple combinatorial approaches cannot on their own answer the weight-of-evidence challenge.

Second, because of the complex sources of evidence, it is rare that the available evidence will all point cleanly to one conclusion.  Such convergence, when it can be had, is wonderful, and makes weighing the evidence easier.  If all the evidence points in a particular direction at a particular result, then that result reflects the weight of the available evidence. But such clean convergence rarely happens in practice.  More common is evidence that diverges, with some evidence indicating one thing and other evidence something else.  It is this problem that regulatory agencies and scientific advisory bodies struggle with:  how to weigh complex, divergent sets of evidence.  

As if this were not challenging enough in purely epistemic terms, the need to use weight-of-evidence results in democratic decision-making adds additional concerns.  The (often skeptical) public will need to be convinced that despite some evidence to the contrary, the final analysis is where the weight of evidence lies.  Thus, the weighing of evidence must be sufficiently transparent and communicable that it can be used effectively to show support for contentious policy decisions.  The weighing of the evidence cannot be a black box affair (at least at this point, where no black box has remotely shown itself capable of tackling the problem
).  And, ideally, the approach should assist experts in explaining why they find the weight of evidence to be where they say it is, rather than further obscuring what experts are up to.  

One might think that such a tall order is simply asking too much—that demanding that a weight of evidence approach be both epistemically sound and democratically transparent (and thus accountable) is unreasonable, and that we can strive to meet one concern or the other, but not both.  What I show here, however, is that having both kinds of concerns on the table, and the additional constraint they provide, is actually helpful.  It narrows our options down, and helps us see where to put our resources in developing approaches to the problem.  It also clarifies underlying tensions in the various approaches.  In what follows, I lay out options for the weight-of-evidence challenge and assess their capacities with respect to criteria elucidated below.  Ultimately, I argue that an explanation-based approach is the most likely to meet our needs, and that other approaches are ancillary, to be used as tools to assist the explanatory approach.  Along the way, I will suggest that more normative constraint, rather than less, can be helpful when addressing such problems.

II. Desiderata for a Weight of Evidence Approach

Because of the increasing complexity of evidence relevant to any given decision (evidence from multiple disciplines is now often important to any given policy concern—and perhaps this was always the case), it has become common for scientists and regulators to appeal to the weight of evidence in support of their empirical assessments.  While some scientists and agencies have protocols that attempt to grapple with the challenge (more on these below), literature reviews have surmised that more often, no clear methodology is presented for how the evidence gets weighed (Weed 2005; Linkov et al. 2009), and what is utilized is a “metaphorical approach” (the evidence is not actually weighed in a systematic and transparent way) or an unexplicated appeal to “best professional judgment.”  It is obvious that for both epistemic and democratic purposes, such vague appeals to weight of evidence are unsatisfactory.  Such appeals are neither transparent nor obviously rigorous in ways that would be epistemically assuring.  Attempts to develop or find alternatives have begun in earnest, and demands that the process be transparent and justifiable have begun to appear. (e.g., NRC 2011) 

Before describing possible solutions to the weight of evidence problem, it will be useful to lay out the criteria by which I will evaluate the approaches.  With both epistemic and democratic concerns, the criteria need to reflect that mix of concerns.  The criteria I lay out below are meant to be the most basic and clearly defensible criteria for this mix. 

Completeness (evidential inclusiveness): The challenge of any weight of evidence approach is to incorporate as much of the available relevant evidence as possible, preferably all of the available relevant evidence.  Weight-of-evidence approaches that rule out available evidence simply because they are unable to include it within the process are clearly epistemically unacceptable compared to approaches that can include such evidence.  Indeed, because of worries about arbitrariness, completeness (i.e., weighing the full complement of available evidence) is crucial if we are to have confidence that the weighing properly reflects the available evidence, and is not skewed.  This is important not only for epistemic reasons, but also to make the weighing defensible to a potentially skeptical public.

Rigor (epistemic constraint): When facing divergent evidence from multiple disciplines, it is all too easy to see what one wants in the evidential set.  We need constraints on what inferences we should draw from the evidential set so that weighing the evidence is more than a response to a Rorschach inkblot.  Weighing evidence should constrain our imaginative faculties in clear ways.  Different approaches provide different sources of constraint, but some constraint is crucial.  Making the sources of constraint explicit assists with the next criterion, transparency.

Transparency: The reasoning process used to structure the weight-of-evidence approach needs to be made sufficiently clear so that the relevant experts (even if from different disciplines) can engage critically with a weight-of-evidence analysis, and see where they might disagree with its implementation.  As work in social epistemology emphasizes, knowledge claims must be examined and discussed thoroughly by an epistemic community if we are to be confident in them. (e.g., Longino 2002)  In addition, transparency is necessary, although not sufficient, if the process of weighing the evidence is to be held democratically accountable.  How the evidence is weighed must be clear to other experts if it is to be accessible to non-experts. 

Communicability: In addition to transparency, though, weight-of-evidence analyses will ideally also be communicable to non-experts.  Because weight-of-evidence analyses will often serve the basis for decision-making or policy-making, the weight-of-evidence process and results must be sufficiently communicable to a non-expert public so that it can be understood, appropriate questions can be raised, and the utilizers of the weight-of-evidence analysis can meet basic standards of public accountability.  To the extent that communicability enables practitioners to ask questions of a particular result, communicability assists with transparency.

Scope: Although we could articulate a weight-of-evidence process specific to particular domains (e.g., chemical toxicity, soil contamination, medical intervention effectiveness, etc.), it would be preferable to have a general framework for weight-of-evidence analyses that can be utilized across various scientific domains and problems, both so that we would not have to justify the various approaches (in addition to each particular application) and so that the approach can be utilized in cases where evidence from the different domains needs to be combined.

Practicality: Weight-of-evidence processes should not be interminable nor excessively burdensome.  The point is not to achieve final scientific closure, but rather to assess where the weight of evidence lies at any given moment.  Weight-of-evidence processes should give the clearest possible assessment at a point of time, rather than perpetual postponements into the future.  However, sometimes the evidence available does not permit an unambiguous answer, and in such cases, an indeterminate assessment, indicating the top answers, would be appropriate.  If it is unclear where the weight of evidence lies, the process should indicate that, and be clear about what the most plausible analyses are, so that further study can be targeted to narrowing down which analysis is the best.  One should not demand determinate answers for the sake of having such an answer if it is genuinely unclear where the weight of evidence lies.  But one should also not demand such precision that a singular outcome is produced only in the clearest of cases.  This is important for both epistemic and democratic reasons—the weight-of-evidence analysis should produce the best weighing possible at a given time, or failing that, show why no one interpretation of the evidence has the weight of evidence behind it.
In sum, weight-of-evidence analyses need to meet both epistemic- and democratic-based criteria.  When these criteria are laid out explicitly, some reinforcing synergisms among them become apparent.  For example, transparency assists with communicability.  Rigor can provide a basis for transparency.  Completeness, the ability to grapple with any kind of evidence, makes it more likely one’s approach will have broad scope.  And an approach with broad scope can be used across a range of contexts, making its implementation more practical than developing an analytic technique that is specific to each particular context.  Despite some synergisms, however, we can also expect tensions, as we will see when we examine the candidates for weighing complex evidence.

III. Assessing Approaches to the Weight-of-Evidence Challenge

There are several approaches to weighing complex evidence either in use or proposed for use.  I do not have the space to examine in detail (or even to document) all the permutations of various approaches.  Instead, I address some broad categories of approaches to point to where the strengths and pitfalls of the various approaches lie.  The four general categories addressed here are: a) qualitative rule-based techniques, b) quantitative algorithmic techniques, c) social process techniques, and d) explicit qualitative reasoning techniques (which I will develop via an explanatory approach).  There are stronger and weaker candidates within these general categories, and I will survey some of the more prominent and/or stronger candidates in each of the first three categories before presenting my own approach in the final category.

Qualitative Rule-Based Approaches

Qualitative rule-based approaches have been a standard way for decision-makers to deal with disparate and divergent evidence for decades, particularly in regulatory arenas. (NRC 1983; EPA 2005; IARC 2006)  Generally, they are developed for a particular, but broad, area of inference (e.g., substance toxicity) and are structured to seek particular qualitative features of evidence.  Depending on the presence or absence of those features in the available evidence, certain conclusions are drawn, such as whether a substance should be declared a “known human carcinogen.”  

There are clear advantages to rule-based approaches.  Such approaches help make inferences about complex evidence both more transparent (if the available evidence has characteristics X, infer Y) in the sense that it can be more predictable what evidence will produce a certain result from the process, and more rigorous in the sense that individual judgment (and idiosyncrasy) is constrained.  Indeed, the point of having rules is that they constrain what to make of a complex evidential set.  However, as new sources or kinds of evidence become available or as scientific understanding shifts, decision-makers are placed under increasing strain to alter the rules to accommodate the change.

Two sources of tension run through rule-based approaches.  The first is the desire for a lack of judgment (to eliminate idiosyncrasy) versus the need for flexibility in the face of scientific evidence that is not assessed well by the rules (i.e., the pressure for exceptions).  The second is the desire for rule stability over time versus the need to revise rules as science changes.  Rule stability is important both because establishing rules is a time and resource intensive process, and because once established, both the rule-users and those who wish to predict outcomes based on the rules (e.g., regulated industries) will want those rules to remain in place for the foreseeable future.  But science is a continually changing enterprise, with respect to both results and available methods.  One can respond to new science either by revising rules (a contentious and intensive process) or by building flexibility into the rules.  The latter option, while apparently attractive, works against the desire for transparency and the minimization of judgment which drive the need for rules in the first place, and pushes us back to the first tension.  The two tensions are linked, and exacerbate each other.  The desire for both unequivocal and stable rules is challenged by theoretical and methodological change in science.

These difficulties are illustrated by the current efforts to incorporate “Mode of Action” (MOA)
 information into chemical risk assessment.  A few decades ago, a standard rule for inferring chemical risk looked like this: If you have a good epidemiological study showing an increased risk of disease due to a chemical exposure and if you have a good animal study showing an increased risk of the same disease due to the same chemical, presume that the chemical causes that disease in humans.  More sophisticated rules are then used to extrapolate from animal doses (which are well measured) to humans, and regulations are set for “safe” or “reasonable risk” doses. (NRC 1983)  However, the inadequacy of rules addressing just two forms of evidence, whole animal toxicology and human epidemiology, has become increasingly apparent as partial understandings of the biochemical pathways (MOA information) for some substances have been developed, often with interesting implications for human risk assessment.   Over the past decade, ongoing efforts have been attempting to generate a new set of inference rules to grapple with MOA information.  (Guyton et al. 2008;  Carmichael et al. 2011; Leuridan and Weber 2011)  Such efforts are by no means completed.  Questions about how much evidence is enough to establish a MOA and what to do about competing, or complementary, MOAs remain unresolved.  And still, science moves forward, with new developments (e.g., epigenetics) threatening to add new complexity. (LeBaron et al. 2010)

If rules incorporating MOA allow for considerable leeway and judgment in their implementation, the strength of the rule-based approach is weakened, as the rules fail to constrain judgment in the way desired.  If the rules are too rigid and the need for exceptions mount, existing rules either provide inappropriate guidance or should be altered, again undermining the strength of the approach.  The underlying basis of the rule-based approach, to place our focus on some of the evidence to the exclusion of other evidence, is continually undercut by the changing nature of science and the need to make exceptions.

In sum, the more that specific qualitative rules constrain inference, the more they are likely to be undercut by changes in science or to require exceptions, undermining their usefulness.  The broader the scope of the rules, the less likely they can provide adequate constraint, as more flexibility will be needed to cope with a broader array of contexts.  The more transparent (and simple) the rules are, the less likely it is that they will be grappling with the full range of evidence properly, thereby failing to meet completeness concerns.  Although some qualitative rule-based approaches have demonstrated their practicality, other desiderata, namely rigor, scope, transparent application (transparency and communicability), and evidential completeness, pull against each other.

Given these problems, it is not surprising that rule-based approaches are increasingly less like specific rules for inference meant to simplify judgment in a particular area and more like general guidelines for how to consider and incorporate different kinds of evidence.  Increasing flexibility and a recognition of the need for judgment across cases is becoming standard.  But if this is the case, then we would be better served by developing a clearer understanding of the underlying basis of scientific inference than by pursuing judgment-reducing rules.   Efforts to explicate such underlying judgment drive some of the approaches discussed below.

Quantitative Algorithmic Techniques

Quantitative algorithm techniques employ quantitative assessments of the relationships between evidence and hypotheses in attempting to assess the weight of the evidence.  Examples include utilization of Dempster-Shafer theory (Haenni and Hartmann 2006), evidentiary value models (Sahlin and Rabinowicz 1998), Bayesian belief networks (Small 2008), causal machine learning (Glymour 2004), and meta-analysis.  Using a quantitative algorithm to address the weight-of-evidence challenge has its appeal.  A quantitative algorithm could help us deal with the kind of complexity we find in weight-of-evidence contexts, structuring our reasoning about the evidence in a clear and replicable way, and, by relying upon quantitative operations on evidence, restraining our thinking in important ways, forcing us away from cognitive biases.  In addition, having quantitative algorithms could allow us to deal with the specific complexities of evidence that elude qualitative rule-based approaches.  There is thus much to recommend this category of approach.

But it should be obvious that quantitative algorithms suffer from one major problem: they are usually not readily communicable to the uninitiated.  Such techniques tend to be the province of technical experts, who develop and test the algorithms.  There are currently no sufficiently developed algorithms for the weight-of-evidence problem that have such standard application that they could be applied and be trusted by outsiders readily, in the way that we have standardized tests for statistical significance.  (Such tests are generally trusted by the public, even if they are not well understood.)  This lack of general communicability (or, in its absence, ready trust) is a major drawback of these approaches for public decision-making. 

Acknowledgement of this major drawback of an algorithmic approach reveals deeper problems with such approaches.  Although they might appear at first glance to have a kind of mechanical objectivity, in fact most algorithms require a great deal of good judgment to apply properly.  Judgment is needed both in selecting which particular approach to take and in the assumptions or decisions which will structure the application in the particular case.  Thus, professional judgment is usually not eliminated by the application of the algorithm.  Instead, the application will still require professional judgment, just of a different sort than in the metaphorical approaches described in the introduction.  Whether or not an algorithm is actually rigorous or even epistemically appropriate will depend very much on the particular decisions made in any one case.  

For example, consider one of the more straightforward and longstanding quantitative techniques:  meta-analysis.  At first glance, it might seem that meta-analysis, a statistical combination of data from multiple studies, is tailor-made for the weight-of-evidence challenge.  But deeper examination reveals its problems.  (Stegenga 2011)  Applying meta-analysis to any particular case requires multiple crucial judgments.  One must decide which studies to include and which to exclude (one may choose to exclude studies on the basis of methodological quality of the original study or because one does not think the data are sufficiently similar that it makes sense to combine them).  One must decide which effect measure to standardize across the data (e.g., risk difference, risk ratios, effect coefficient, etc.).  As Jacob Stegenga emphasizes, different choices can lead to different results.  One must also decide whether to weight the studies based on their quality and which averaging techniques to employ.  This is particularly important when combining studies across disciplines (crucial for completeness considerations), e.g., when one must decide how to weight animal studies or biochemical studies of an effect, and whether it is relevant to the human epidemiological studies usually considered. Choosing to combine such studies presumes that animals are an appropriate model for humans, or that the biochemical marker is causally indicative, which is often a central point of debate.  Even if one presumes appropriateness and relevance, there remains the question of how the evidence should be combined meta-analytically and whether a mathematical approach makes sense with truly divergent sources of evidence.  Thus, what might seem like a straightforward algorithmic technique requires a complex set of judgments about which particular choices one should make in a given case.

The same problem arises with other quantitative algorithmic techniques, whether one considers Bayesian belief nets, evidentiary value modeling, Dempster-Shafer approaches, or causal machine learning.  Although such approaches are theoretically flexible enough to consider any possible evidence (and thereby satisfy completeness demands) and to consider it in potentially rigorous ways, the need for judgment in how one generates the particular model to be employed, or the particular algorithm to be applied, or the setting of parameters within a model, is pervasive, and generally involves trade-offs.  For example, causal machine learning is a powerful tool for discovering possible causal relationships in complex data sets, but one must decide which algorithm to use.  Different algorithms can produce different causal graphs, and have different strengths and weaknesses.  Some are capable of handling cyclic causal relationships, for example, but have increased tractability problems and thus have a harder time grappling with larger numbers of variables. (See, e.g., Spirtes et al. 2010) Trade-offs in such choices are endemic, and careful judgment is needed.  

Thus, there are currently inherent limitations to quantitative algorithmic approaches.
  They do not exclude expert judgment, and indeed still rely heavily upon it.  While the points of judgment may be transparent to those familiar with the algorithms, for both experts who are not (i.e., experts who know the evidence being assessed but not the algorithmic approach) and the public, such judgments are hard to see, much less assess and critique.  This hampers both transparency and communicability.  Whether the approaches are appropriately rigorous enough is precisely what is hard to see, because it is the crucial judgments that select the particulars of the algorithm that are obscure.  So although completeness and scope seem to be met by such approaches, whether rigor is met can only be assessed by the initiated, creating deep transparency and communicability problems.  Until those problems can be addressed, quantitative algorithmic approaches can at best be used to supplement some other more transparent approach.
 Social Processes

Rather than use an algorithm to deal with complex evidence, social processes attempt to ameliorate the apparent subjectivity of “best professional judgment” of a single expert by combining a larger set of expert judgments.  There are two general poles around which social processes cluster.  At one end, the gathering of expert opinion takes place with each individual expert separately, with a carefully structured elicitation process, and the results are then aggregated independently by the researchers conducting the elicitation.  In this process, there is no interaction among the experts—they are treated as independent sources whose views are to be aggregated, usually mathematically.  At the other end, the experts are placed together in a room and asked to come to some collective judgment about the issue at stake (e.g., as in a consensus conference).  Variations in process range between these two poles, for example, by sharing an initial round of elicitations among experts before eliciting each expert’s final judgment (as in a Delphi approach), or by doing an initial round of elicitations before placing the experts in a room together.  Rather than try to map the full diversity of social processes, I assess the challenges for them generally, illustrated by particular approaches.

The first challenge for any of the social processes is determining who gets to be included in the pool of experts.  Unless there is a strong consensus among all the relevant experts, which experts one selects for inclusion/participation will have an impact on the outcome.  These studies are not so large that we should expect variance among expert opinion to wash out.  It is rare (for purely practical reasons) for more than 20 experts to be included (whether the approach is one of social or mathematical aggregation).  This makes any such process open to the charge of having relied upon the wrong experts.  How to justify the selection of experts is a problem for both the communicability and the rigor of the results.

Once the experts are selected, expert views must be elicited and aggregated.  The variance among the approaches arises from how one proceeds at this point.  Consider first the approach where experts are brought together in one room to discuss the available evidence and to come to their final decision (social aggregation).  Although it is generally agreed that one should not push experts to achieve consensus (O’Hagan et al. 2006, pp. 186-190), there are still worries that such approaches are prone to “groupthink” (Solomon 2006).  Further research is needed to assess whether there may be ways to ameliorate this effect with trained facilitators, or whether a Delphi-type approach, where experts’ opinions are shared and allowed to be revised, but not in a group setting, is preferable. (Morgan and Henrion 1990, p. 165; Clemen and Winkler 1999, pp. 196-197)

For social approaches that do not rely upon social aggregation, there are a number of mathematical aggregation techniques one could employ.  Possibilities include simple linear averaging, weighted linear averaging (with weights based on assessments of experts), logarithmic averaging, and Bayesian combinations.  (French 2011; Clemen and Winkler 1999; Cooke 1991; Genest and Zidek 1986)  There are reasons to prefer linear averaging over logarithmic averaging (Dietrich and List 2010), but whether to use a technique that requires weighting (weighted linear averaging or Bayesian approaches) is a point of serious contention.  Weights of experts reflect an assessment of an expert’s reliability and thus allow reliable experts to have more impact on the outcome, but doing so requires some way to assess the reliability of an expert in an area where there is usually a great deal of epistemic contention (hence the need for a weight-of-evidence process), and no clear way to determine who is right.  It is for these reasons that some prefer simple linear averaging, or even argue against any aggregation of expert opinion (which makes the process more about displaying the range of expert opinion than addressing the weight-of-evidence problem). (Keith 1996; Zickfled et al. 2007)

Even if we think these two challenges (which experts to include and how to aggregate their views) are adequately met, expert reasoning may still not be explicit by the end of the process.  Because these processes generally elicit probability judgments or final assessments, rather than reasons for those assessments, the final results are often not transparent in the sense described in our desiderata—that is, it is difficult to assess expert reasoning using these approaches, in ways that would allow other, non-included experts to assess (and, if appropriate, critique) the result.  For the experts in the room (if they are ever collected in a room), the reasoning should become very explicit.  But what that means for experts outside the room (and the general public) will vary with the quality of the final report and/or the particular information elicited.  For this reason, the actual rigor of the process can be hard to assess.  And communicability to the public will largely devolve back to the question of whether the right experts were included.  So although social processes have the scope, practicality, and completeness we need, whether they can meet the other desiderata remains questionable.

These weaknesses of the social approach to the weight-of-evidence challenge suggest that the social processes are better used for a different function.  Rather than serving an amalgamating purpose, they are perhaps better suited for an exploratory purpose, to ensure a full range of perspectives are considered.  Some expert elicitations appear to be already headed in this direction. (Knol et al. 2010)  Indeed, I argue that the explanatory approach I describe next is a promising way to show how to utilize the best of both the algorithmic and social process approaches.
The Explanatory Approach

With ongoing debates about the role of epistemic or theoretical values in science, the standing of those values, and the nature of scientific explanation, it is not surprising that philosophers of science have despaired of a satisfactory qualitative account of scientific inference. (Earman 1992)  It would seem that pursuing such an approach to the weight-of-evidence challenge, the thorniest of the scientific inference problems, would be a fool’s errand.  But such a qualitative approach is precisely what is needed to structure any reasonable response to the weight-of-evidence challenge.  A qualitative approach centered on explanations can provide a good solution to the weight-of-evidence problem, meeting well (albeit not perfectly) the desiderata described in Sec. II, and providing guidance for the problem of which evidence is relevant as well. 

The explanatory approach starts with the idea that experts often differ in their assessments of the complex sets of evidence because they have different explanations of why the evidence looks the way it does.  Different experts will emphasize different causal accounts for the underlying processes at work and different explanations for why the evidence appears as it does.  For example, one expert will see an animal model as perfectly relevant to humans, see positive epidemiological evidence as a successful case of detecting causal relationships against a complex environmental background, and see biochemical studies indicating a partial causal pathway as additional relevant evidence.  Another expert will look at the same studies and see the animal model as irrelevant to the human case, emphasize the confounding factors in the epidemiological studies, and see different biochemical pathways (which indicate a difference between the animal models and humans) as being more salient.  Such divergent explanatory accounts (sets of relevant explanations) can usually be made consistent with the evidence, so the problem is how to select the best of several plausible accounts.  We need a way to do this that will impose rigor on the explanations offered, a way that will constrain experts’ imagination in generating explanations.  I propose here a way to do this, in a three step process.  These three steps sketch a normative account of inference to the best explanation (fully developing such an account is left to another paper).
The first step is to gather and develop the competing explanatory accounts.  The second step is to assess which of the competitors is adequate.  Adequacy criteria include the following: internal consistency, empirical competency, and predictive potential.  Any explanatory accounts that are not adequate should be excluded.  The third step is to assess which of the remaining competitors is best.  The best explanations are ones that have successful novel predictions or some other assurance that the explanations are not merely ad hoc machinations to make one’s view fit the available evidence.
  The adequate account(s) with the most anti-ad hocery assurance is(are) the best.
I allow for the possibility of more than one explanatory account being selected as best, for reasons described in sec. II.  In some cases, for which where the weight of evidence lies remains obscure, more than one explanatory account may look like a strong contender even after our careful assessment.  In that case, a split decision appears warranted.  But the process sketched above should provide sufficient rigor and constraint to narrow the field considerably, and in many cases, produce a clear outcome.

Let us consider each of the steps in greater detail.

Any inference to the best explanation approach will succeed only to the extent that a broad range of plausible explanations are considered.  If all we have is a bad lot of possible explanations or hypotheses, then we are not going to succeed in making reliable inferences.  As social epistemologists have noted, having a diverse body of experts, with a range of backgrounds and expertise, can help ensure that we do not infer to an explanation merely from a lack of imagination about alternative explanations.  It is here that some of the weight-of-evidence techniques considered above can provide the most useful input.  Expert elicitation processes, for example, could be used to elicit alternative explanations of the available evidence, rather than probabilistic assessments of hypotheses.  Such a use of expert elicitation would play to its strengths, as we would not be seeking to aggregate the information elicited (thus avoiding those thorny problems), but we would rather be seeking to plumb the diversity of available expert perspectives.  Causal machine learning could also be used to ensure that a range of (causal) explanations are considered—by checking to see if there are causal accounts of the data that have not yet been considered by experts.  The point is to use these tools to ensure that the strongest set of explanatory accounts possible is considered.  We can never be assured that we have all possible explanations or hypotheses on the table, but we can do things to ensure we are doing the best we can.

Once we have a strong set of explanations (or as strong as we can manage), it is time to start weeding them out.  First, explanatory accounts must be internally consistent.  If they are not internally consistent, they have serious epistemic flaws.  If we could derive any random empirical consequence from them, they are unaccountable to the evidence.  For explanatory accounts, this can be particularly tricky because they often contain methodological critiques of some studies (e.g., that confounders were not properly controlled, or that a particular method of dosing is not appropriate) to explain why the evidence produced by those studies is not central to the issue.  Such critiques must be applied consistently across the studies under consideration.  It would not be acceptable to exclude a study for a methodological flaw, and then to include other studies even though they have the same flaw, merely because they support the desired conclusion.
In addition to being internally consistent, the explanatory accounts must also be consistent with the available evidence (i.e., empirical competency).  Thus, there cannot be studies that conflict with the explanations offered, without additional explanations for why there is a conflict, that is, there can be no unexplained empirical discrepancies.  This is why there are usually explanatory accounts (i.e., set of explanations) involved when weighing complex sets of evidence.  Because the evidence can diverge (point in different directions), some explanations will usually be needed to give an account for the divergences.  This is also why the demand for internal consistency can be harder to meet than one might originally think.  Critiques of problematic studies have to be applied to congenial studies as well.

Finally, the explanations which make up the explanatory accounts must have the capacity to produce additional testable predictions.  Explanations, when functioning properly in science, have this capacity, to be used to think one’s way through to additional predictive tests, whether the explanation is a causal/mechanistic explanation, a law-based explanation, or a unifying explanation. (Douglas 2009)  Each of these forms of explanation should allow the user of the explanation to draw additional implications—whether it be by utilizing the putative causal relationships, the laws under which the explanation functions, or the application of a general principle to boundary areas—to draw conclusions about additional predictions that follow from the explanation.  Explanations that do not have this capacity are essentially untestable and should be regarded with suspicion.  This is particularly the case in the weight-of-evidence context, where it is all too easy to devise explanations that work only once.  But if no additional testable implications can be drawn, we should discard the explanatory account as untestable, ad hoc, and unscientific.  Special pleading should not be allowed.

To see how this works, consider an explanatory account that explains away a particular study on the grounds that the animal strain used in the study was not susceptible to the chemical being tested.  This is a perfectly fine explanation, and it has clear testable implications, namely, that doing the study on a different animal species and strain (that would be thought to be susceptible following the explanation offered) would produce a particular (different) result.  An explanation that explains away a study without such additional testable implications (i.e., that bases its explanation on special pleading for that study only), would, in contrast, be so suspect, that the explanatory account should be discarded from consideration.  Explanatory accounts must come with predictive capacity, whether or not we have yet tested the resulting implications.

With the application of these three criteria for the adequacy of our explanatory accounts (internal consistency, empirical competency, and predictive capacity), there may not be many contenders left on the table.  If there is only one explanatory account left, then that would be the account we should accept as where the weight of evidence lies.  If there are no explanatory accounts remaining, there is nothing to say at that point, and we should go back to our explanation generation step.  We clearly need more candidates.  Finally, if there is more than one explanatory account left, we need to assess which is best—the third step.
The primary worry with our explanatory accounts, even if they are internally consistent, empirically competent and have predictive capacity, is that they are manufactured merely to fit the adequacy constraints, and thus are ad hoc and will not likely be successful in any predictive capacity.  Here it is not just the ability to produce predictions that matter, but rather it is successful predictive capacity that is centrally of interest, because successfully predicting what will happen outside the bounds of the known evidence is what we want weight-of-evidence analyses for—we want a reliable basis for decision-making in the real, complex world.  And while we cannot gain assurance about reliability directly without reliable implementation in the world, we can gain assurance that we have not merely made something up, i.e., we can have anti-ad hocery assurance.  There are several ways to gain this anti-ad hocery assurance for an explanatory account.

The first is to actually test one (or more) of the predictions generated from the explanation(s).  One can do this either by gathering new data or by drawing on already-gathered data that had not been thought relevant until the explanatory account was fleshed out.
  If the latter is possible, little additional time and resources are needed, and one gains some clear assurance that the explanation was not ad hoc.  If new studies are needed, one needs to see whether a short-term test is possible (e.g., perhaps a biomarker can be looked for in an exposed population).  If neither is possible, other sources of anti-ad hocery assurance should be sought.  Weight of evidence procedures should not be hung up waiting for long-term additional testing.

Another source of anti-ad hocery assurance is to assess the extent to which one explanation is able to account for a wide range of evidence from different sources.  One can think of this in terms of the simplicity and/or scope of the explanation with respect to diverse evidence and/or the unification capabilities of the explanation. (Thagard 2000)  But some caveats are needed.  Simplicity and scope of the explanatory account are not anti-ad hocery assurances on their own.  A simple account per se is not assuring if the world is not simple.  Similarly with scope—a broadly scoped account is not assuring unless there is broadly based evidence that supports it.  Thus, these traditional epistemic virtues do not provide epistemic assurance when they are construed as merely applying to the explanatory account (or hypothesis) standing alone. (Douglas 2012)  They do provide assurance, however, when they are describing an explanatory account in relation to the evidence it claims to explain.  Thus, an account that is substantially simpler than the evidence it explains or that covers a wide range of diverse evidence (which would be how it gains the appearance of simplicity) gains assurance that it is not ad hoc.  And it is by virtue of explaining a range of diverse evidence that we would say an explanatory account is unifying.  By reconstruing these traditional virtues as being about the relationship between an explanatory hypothesis and its evidence rather than being about the hypothesis itself, the virtues coalesce and clarify how they provide anti-ad hocery assurance.  Note, though, that the more complex an explanatory account is, the greater the range of evidence that supports it needs to be for the account to appear simple or unifying, and thus to gain the requisite assurance.

One should also take into account the precision of the evidence and the precision of the explanations of it.  Broad and/or simple explanations that only loosely fit with the available evidence are not very assuring.  Far more assuring are broad and/or simple explanations that fit tightly, closely, and precisely with precise evidence.  The same can be said for prediction—precise predictions subject to precise predictive tests are far more assuring that loose predictions tested with vague evidential tests.  So precision is a key modifier on these two sources of assurance: prediction and unification/scope/simplicity.  The more precise the successful predictive tests and the unification relations of an explanatory account, the more assurance we have that our account is not ad hoc, that it is well-supported, and that we can properly claim the weight of evidence lies here.

How do these considerations, though, help one weigh the evidence?  How do they help evaluate competing explanatory accounts?  It is possible that one adequate explanatory account has a successful and precise predictive test and another adequate explanatory account successfully unifies diverse evidence precisely.  In that case, it will be hard to determine where the weight of evidence lies, but I submit that in that case, I am skeptical that there is a determinate answer.  We want our weight of evidence process to be able (when appropriate) to produce ambiguous results.  But I also conjecture that the guidance provided above will often be able to indicate a clear winner.  Actual implementations of the approach will provide the ultimate assessment of its viability.

Although the explanatory approach needs both testing in practice and further development in theory, it shows promise.  This is because the explanatory approach lays bare the expert reasoning employed in best professional judgment and opens it to the application of clear criteria and assessment.  Such explicitness aids both in transparency (so that experts can debate among each other the weight-of-evidence analysis) and communicability.  Rather than try to explain why a particular algorithm is the correct one to use or to try to justify why a particular set of experts was the correct one to use, it is far more straight forward to say to the public: “We have considered this range of explanations of the available evidence.  These were found wanting for these reasons.  This explanation is the best available, the best supported, for these reasons.”  In addition, the explanatory approach is sufficiently flexible that it can be applied in any context (scope) and can consider any relevant evidence (completeness).  Indeed, the explanatory relations and resulting testable implications can inform our understanding of what the relevant evidence is.  The explanatory approach also tells us how to use the best of the other approaches to assist and strengthen it, in particular in developing the various competing explanations we should be considering.  Because the explanatory approach makes explicit the underlying reasoning for weighing complex evidence, it provides the scaffolding through which other approaches can be structured and utilized.  Finally, with the application of the criteria for adequacy and criteria for optimality, the approach can be applied with rigor, constraining our imaginative capacities with a proper attention to evidence.  The remaining concern is with its practicality—with whether the desire to test too many of the implications of an explanatory account will delay making a decision or whether there will be so many possible explanations that sorting through them becomes overwhelming.  These are real concerns, but how to manage them can best be assessed by implementing the approach in practice, rather than trying to further assess the approach a priori.

IV. Philosophical Implications

The weight-of-evidence challenge is ultimately a problem of complex scientific inference.  It is not surprising, then, that the first three approaches described above, which attempt to simplify or do an end run around full-fledged reasoning, result in problems.  Qualitative rule-based approaches have the tension between the need for judgment constraint and the need for flexibility in the face of developing science.  Quantitative algorithmic approaches (to the extent that they are not yet complete models of reasoning) have the problems of the need for expert judgment and the difficulty of making that judgment transparent.  Social processes have the problem of a lack of second-order expertise for the selection and amalgamation of expert judgment.  The approach that meets the desiderata best is the one that most closely models actual scientific inference—the explanatory approach.  

But the explanatory approach has its own problem.  Because the approach so closely models scientific inference, it is hard to reach closure.  There is always another explanation that could be developed; there is always more evidence that could be gathered.  Because the weight-of-evidence challenge is an institutional challenge in a democratic society, I think an institutional response is appropriate to this problem.  One can assign time windows for the collection of competing explanations (assisted by expert elicitation and/or algorithmic exploration of the evidence) to a particular year.  One can then, in assessing which explanatory account is best (least ad hoc) demand that predictive tests be able to be carried out within a year.  Such constraints might seem arbitrary, but the need for a decision is always pressing, and such temporal windows would not be out of keeping with the current length of time devoted to evidential assessments, nor would planning to return to a particular issue within a decade or two.

What is most interesting from the perspective of doing philosophy is how having the full range of concerns on the table, both epistemic and democratic, can help make clear where these tensions and problems lie.  It is only by being worried about both rigor and communicability, for example, that we can see the problems that will be faced by quantitative algorithmic approaches.  It is only by having practicality along with completeness and rigor that we can see where the issue will lie for the explanatory approach.  Having these additional constraints is challenging, but also revealing, clarifying what we can and should do in the real world.
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� Blackboxes only work when whatever is in the box has shown itself to be generally reliable, at least for the task for which it was designed.  We have no known generally reliable technique for weighing complex sets of evidence, so we have no candidates for black boxes.


� “Mode of action” should be distinguished from “mechanism of action”. A mode of action is more of a mechanism sketch, whereas “mechanism of action” has come to mean a complete biochemical pathway understanding, or a fully articulated mechanism, in the language of Machamer, Darden, and Craver 2000.


� Additional formal concerns have been raised in Stegenga 2012, which draws parallels between quantitative evidence amalgamation functions and Arrow’s Impossibility Theorem.  


� Ad hoc explanatory moves can be productive of discovery in science, and thus are not always illegitimate.  Thus my view of ad hoc diverges from the main targets of Hunt 2012.  While ad hoc moves are not always illegitimate, I do think they are epistemically worrisome when trying to make a decision in the near term (which the weight-of-evidence problem demands).  Ad hoc moves are moves without supporting evidence when they are made, and thus while they may pan out, we should not consider them reliable before we gain some additional assurance.


� One can consider the revelation of the relevance of already gathered data a form of consilience. Indeed this is the traditional form of the idea. (Fisch 1985)





