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Abstract

I provide an evolutionary explanation for how and why
intentionality came to figure centrally in human moral re-
sponsibility judgment (MR]). I show that being sensitive
to the intentionality of others’ actions pre-dates moral cog-
nition, which made it available to the earliest forms of
MR]J. I then argue that intention-sensitivity also increased
the fitness benefits of MR], particularly with respect to
adaptive partner choice, by improving evaluations about
the desirability of potential cooperative partners. Since
intention-sensitivity was both available and useful for MR]J,
we ought to infer that it was indeed used in that applica-
tion from the outset.
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1 INTRODUCTION

Moral responsibility judgment is a central psychological process
connecting moral beliefs to everyday moral practices. Moral respon-
sibility judgment (abbreviated MR]J) refers to the assignment of re-
sponsibility in response to some morally-charged event one observes.
For example, if I see an innocent man executed in the street, I will
automatically and intuitively evaluate who (or what) is morally re-
sponsible. I may blame the gunman who pulled the trigger, or the
fascist commander who ordered the gunman to fire, or I might blame
no person in particular, instead blaming some physical condition such
as an unexpected gust of wind that knocked the gunman off-balance,
causing him to fire accidentally. How my judgment turns out will de-
pend on the details of what I observed, but the psychological process
of adjudicating moral responsibility will occur spontaneously when
prompted by the detection of a morally-charged event such as this.

MR] is a ubiquitous part of modern human psychology: all hu-
mans spontaneously engage in laying blame, even if they sometimes
disagree on where blame should be laid. Some theorists have ad-
vanced evolutionary accounts aiming to explain the emergence of
MR, as well as how such evolutionary details can inform our under-
standing of modern-day MR] practices as they are instantiated in our
interpersonal relationships and legal institutions. Here I contribute
to this growing literature by resolving a crucial deficit of existing ac-
counts: I offer an evolutionary explanation concerning how and why
intentionality came to figure so centrally in humans” moral responsi-
bility judgments.

I begin in Section 2 by appraising two recent evolutionary ac-
counts of MR]J in order to establish the explanatory gap my contribu-
tion fills. I then argue, in Section 3, for the role of intention-sensitivity
in the evolution of MR]. My central hypothesis is that MR] was sen-
sitive to the intentional character of moral transgressions—whether a
violation was done intentionally or not—from the earliest emergence
of MRJ as a psychological process. I argue that intention-sensitivity
is a capacity that pre-dates moral cognition, and thus would have
been available for use in the earliest-emerging form of MR]. Further,
intention-sensitivity would have improved the ability for MR] to carry
out its main fitness-enhancing functions, especially in its role as an
adaptive partner choice mechanism. Since intention-sensitivity would
have been available upon the emergence of MR] and useful for the
adaptive functions of MR]J, we have reason to suppose that intention-
sensitivity was in fact a component of MR] from the outset. This view
runs counter to competing evolutionary accounts of MR], which ei-
ther do not discuss the role of intention-sensitivity in the emergence



of MRJ or explicitly posit that early forms of MR] did not involve con-
sidering the intentionality of a transgressor’s action. I argue for my
hypothesis using a combination of evolutionary theory and evidence
from comparative, developmental, and cross-cultural psychology. In
Section 4, I contend with a common objection to my view based on
the diversity of MR]J practices across cultures. In Section 5, I conclude
that hominin evolutionary history offers us an explanation as to why
intentionality is so inextricably linked to humans’ beliefs about the
nature of desert, blame, and moral responsibility.

2 THE STATE OF PLAY

Much scholarly work over the last two decades has sought to
illuminate the evolutionary origins of morality itself—the tendency
to form moral beliefs, as opposed to normative (but conventional)
beliefs—in a pre-existing population without morality (Joyce, 2006;
Kitcher, 2011; Tomasello, 2016). By comparison, there is surprisingly
little work specifically focused on the evolution of moral responsibil-
ity judgment—assessments of who is to blame when a moral norm
has been violated. There are two notable exceptions amid this gen-
eral paucity of work on the evolution of MR]: the account of Matteo
Mameli (2013) and that of Marcelo Fischborn (2023). I discuss each ac-
count in turn before identifying the limitation I aim to remedy. These
accounts are limited by the fact that they do not recognize the impor-
tance of intention-sensitivity in the earliest-emerging forms of MR].
This results from their focus on the adaptive function of MR]J as a
mechanism for partner control—as a means of motivating and regulat-
ing the delivery of punishment in a fitness-enhancing way. Partner
control is indeed an important function that partially explains the
emergence of MR], but if not more important is the adaptive function
of MR] as a mechanism for partner choice. As I will argue in the next
section, when we recognize the adaptive importance of partner choice
in the emergence story of MR]J, we see why the earliest form of MR]
likely involved considering intent.

2.1 Meat and Meta-Anger

Mameli’s account, which goes by the tagline, “Meat made us
moral,” asserts that the rise of cooperative large-game hunting occa-
sioned the emergence of blame and desert in the hominin lineage. He
rightly recognizes that simply holding moral beliefs, e.g., that certain
actions are wrong, instead of merely prohibited, is not on its own suf-



ticient to generate fitness-enhancing patterns of behavior. There must
be some mechanism which connects such beliefs to actions—a psy-
chological drivetrain that connects the moral engine to the behavioral
wheels. As part of his account, then, Mameli proposes a model of how
moral beliefs became linked up with the relevant fitness-enhancing
behaviors through the advent of MR]J.

Mameli claims that to be adaptive, moral cognition needed not
only to generate beliefs about the truth of moral propositions, but also
produce psychological dispositions to:

(D1) feel anger toward someone who violates a moral
norm, and,

(D2) feel “meta-anger” at others who do not themselves
experience anger toward the norm violator (905).

Meta-anger is what Mameli thinks enabled punitive responses
toward norm-violators to be seen as merited, and thus to be protected
from the costs usually associated with delivering third-party punish-
ment. Without meta-anger (D2), the first-order anger one feels to-
ward a norm-violator (D1) would generate a punitive response at sig-
nificant risk of retaliation and reputational damage to the punisher.
But if group members all experience meta-anger, then the first-order
anger one feels toward the norm-violator is not only permissible in
the minds of other group members, but positively demanded by group
members” dispositions toward meta-anger. Indeed, in a group where
all members feel meta-anger, delivering punishments becomes a pub-
lic signal that the punisher is feeling appropriate anger toward the
norm-violator." Mameli sees the adaptive function of meta-anger as
its ability to make third-party punishment fitness-enhancing by pre-
venting second-order free-riding—i.e., playing the bystander and let-
ting others deliver punishment, even when you too would like to see
the violator punished.

The historical hypothesis Mameli proposes (viz. that “meat made
us moral”) is plausible, given our repository of archaeological evi-
dence and our trace-based knowledge of early hominins’ cooperative
practices. But the model Mameli suggests for the psychological pro-
cess of MR] itself runs afoul of the empirical evidence. As Fischborn
notes, on Mameli’s view “everyone is expected to disapprove of a de-
viant and that violations of that expectation would be met with nega-
tive consequences. But he fails to provide any evidence (ethnographic

Mameli also includes self-directed dispositions to: (D3) feel anger toward oneself
when one has violated a moral norm, and (D4) feel anger toward oneself when
one does not feel anger at the moral violation of someone else. For brevity, these
dispositions are left out of the foregoing discussion.



or otherwise) in support of that claim” (2023, 823). In particular, Fis-
chborn cites contradictory ethnographic evidence from Christopher
Boehm (2012) on this front. Boehm provides evidence from diverse
human societies showing that most “Late Pleistocene Appropriate”
societies (i.e., extant societies which Boehm thinks best approximate
what human societies might have been like in the relevant evolution-
ary context; see Boehm, 2012, 79) do not display anything like “meta-
anger” toward those who fail to express first-order anger toward de-
viants.

I would add to Fischborn’s criticism of Mameli’s view that it
is unclear what evolutionary dynamic could have enabled (D2) to
spread through a population which did not already possess it. Since
the stabilizing benefits of meta-anger—the meriting of punishments
toward norm-violators—only arise once (D2) has already spread widely
throughout the group, it is difficult to see how meta-anger would
have produced the marginal fitness advantages required for such a
novel trait to spread. Mameli’s account helpfully identifies a context
in which MR] may have arisen—cooperative large-game hunting—but
it does not how, and in what form, MR] emerged in a population that
previously had no concept of moral responsibility.

2.2 Detection and Demand

Recently, Marcelo Fischborn put forth his own view of MR]J evo-
lution, aiming to improve on Mameli’s account with respect to its
agreement with well-supported models of MR] psychology and the
plausibility of its evolutionary dynamic.

On the basis of Morris Hoffman and Frank Krueger’s (2017) neu-
ropsychological account of blame and punishment, Fischborn consid-
ers the following four psychological capacities to be indispensable to
MR] in modern humans. I have added handy labels to these capacities
for ease of discussion.

DETECTION The capacity to detect instances of norm violations.

DEMAND The motivation to respond punitively to someone
who violates a norm.

ASSESSMENT The assessment of the violator’s mental processes
relevant to the punitive response.

PERMISSION The capacity to assess contextual factors relevant
to whether /how one should respond punitively.



It is the task of an evolutionary account of MR]J to explain how
these capacities came to be constitutive of MR] psychology in modern
humans. Fischborn argues, following Michael Tomasello’s (2016) two-
step evolutionary account of morality, that these MRJ-constituting
capacities evolved in two main steps. The emergence of the DETEC-
TION and DEMAND capacities occurred during the “first step,” approx-
imately 400,000 years ago (~400 kya). The “second step” occurred as
hominins began living in larger and more socially-cohesive groups
around 200 kya, at which point the PERMISSION capacity arose. Devel-
oping the conjunction of the DETECTION and DEMAND capacities con-
stituted the emergence of moral responsibility judgment; later on, the
addition of the PERMISSION capacity stabilized the adaptive benefits
offered by MR] by protecting third-party punishers from deleterious
costs.

Fischborn sees two types of situations in which this early DE-
TECTION-DEMAND form of MR] would have produced fitness enhance-
ments during the “first step”: one member of a cooperative dyad
admonishing the other in response to a norm violation, and both mem-
bers of a cooperative dyad coordinating to punish someone attempt-
ing to steal their jointly-won resources.

To make this first type of context more concrete, imagine two
ancestral hominins cooperating with the joint goal of collecting honey
from a beehive high up in a tree. One partner (call them Ha) climbs
the tree carrying a hand axe to cut down the beehive. The other part-
ner (call them Lok) stands on the ground below with an outstretched
animal hide, ready to catch the falling beehive and seal it quickly with
the hide to suffocate the bees.” Suppose Ha successfully cuts the hive
from the tree, but Lok gets frightened as the hive is falling and dives
away, letting the hive splatter on the ground, thus ruining the honey
and thwarting the cooperative endeavor for both individuals.

From our modern psychological perspective, it is intuitive to
imagine that Ha would not just feel generally upset about losing the
honey, but would feel upset at Lok specifically and be motivated to
punish Lok through admonishment. Probably, most of us even feel
that Ha would be justified in their anger at Lok. But the very psycho-
logical profile we now possess is the target of evolutionary explana-
tion here, so we must ask how ancestral hominins would have come
to form judgments such that they respond to this event with anger
directed at Lok, leading to punishment, without appealing to the ob-
viousness of such judgments from our modern psychological profile
(Farrell, 2025). Fischborn’s proposal is that the capacities required to
form such judgments were DETECTION and DEMAND.

Characters borrowed from William Golding’s prehistoric science fiction novel, The
Inheritors (1955).



In this dyadic example, there is no need for Ha’s anger at Lok to
be seen by third parties as being justified or merited. If Ha delivers a
punishment upon Lok, Ha incurs no danger of retribution by others
in their social group, because there are none. Thus, on Fischborn’s ac-
count, Ha’s ability to detect Lok’s violation of their role-specific norm
(catching the falling beehive) and the demand Ha feels to punish this
norm violation are sufficient to produce the retributive punishment
that follow from the MR]. This will also apply to situations where the
violated norm is less instrumental and more squarely “moral,” such
as if Lok succeeded in catching the hive but then tried to keep all the
honey for himself instead of sharing it with Ha. The fitness enhance-
ments come from the effect that Ha’s punishment has to disincentivize
Lok from violating norms in future cooperative interactions, leading
to higher expected payouts for Ha in the long run.

The second type of scenario in which Fischborn thinks MR]
would have functioned adaptively during “step one” (~400 kya) is in
the context of punishing food thieves after a successful dyadic hunt.
We may imagine here an uninvolved third person attempting to take
the spoils of a dyadic hunt for themselves, despite not having con-
tributed whatsoever to their procurement. The thought is that puni-
tive responses toward would-be food thieves would have deterred
food theft, and thus benefited the members of the dyadic hunting
party by minimizing the loss of their hard-earned spoils.

Fischborn is quick to acknowledge one way in which this second
scenario is open to a kind of free-riding: if one is part of a success-
tul dyadic hunt facing the threat of food theft by an uninvolved third
person, it benefits them if their partner, rather then they themselves,
deters the would-be food thief via punishment. It is thus adaptive
to not deliver punishment in response to attempted food theft in this
type of situation, on the assumption that one’s dyadic partner is will-
ing to punish the food thief. This, of course, is just an instance of the
classic second-order free-riding problem.

Fischborn sees two mitigating factors here. First, it is plausi-
ble that a coordinated punishment delivered by both members of the
dyad would more effectively deter food theft than the individualistic
punishment described above. If so, then the second-order free-riding
issue may not arise. Secondly, Fischborn hypothesizes that because
dyadic hunting was facilitated by the capacity for joint intentionality—
the cognitive capacity to represent the dyad as a single agent—the de-
livery of coordinated punishments could be faciliated in the same way:
“just as their mutual understanding allowed them to coordinate a set
of actions to hunt successfully, their understanding of each other’s
motivation to punish would allow them to respond to the attacker as
a collective ‘we” ”(828).



Fischborn claims that the early DETECTION-DEMAND form of MR]
later evolved, around 200 kya, into an MR]J psychology more closely
resembling that of modern humans. This occurred through the ad-
vent of the PERMISSION: the ability to evaluate the degree of social
support for the delivery of punishment, with special attention to de-
termining whether one is permitted to deliver the punishment. The
adaptive value added by the PERMISSION capacity, says Fischborn, is
to stabilize the delivery of punishments in group settings. Once ho-
minins began living in larger groups, punishments were likely to be
witnessed by numerous onlookers, opening the punisher to potential
retribution from those who did not think the original punitive act was
warranted and thus interpreted it as a norm violation in and of itself.
The ability to “read the room,” so to speak, before going through with
punishments one felt motivated to realize minimized these potential
costs of delivering punishment in group settings.

Fischborn’s view is that “moral responsibility judgment in the
demand sense alone was not likely adaptive and stable,” but “the
addition of the permission sense, in the form of an assessment of
the social support for the responsibility episode under consideration,
makes adaptiveness and stability more likely” (Fischborn 828). Thus
Fischborn holds that, although MR]J did emerge upon the appearance
of the DETECTION and DEMAND capacities ~400 kya, it was the PERMIS-
SION capacity ~200 kya that allowed full-fledged MR]J to get off the
evolutionary ground and find a stable adaptive trajectory.

2.3 Fischborn’s Error: Omitting Assessment

Fischborn presents an adaptive hypothesis that enjoys greater
plausibility than does Mameli’s, particularly in its evolutionary dy-
namic, and especially if one is friendly to Tomasello’s two-step ac-
count of the evolution of moral cognition. He also does well to square
the capacities he posits to be constitutive of MR] with the psychologi-
cal literature on MR] in modern humans, which represents a marked
improvement over Mameli’s empirically inadequate model of MR]
psychology. But notice there was no mention of the ASSESSMENT ca-
pacity in my description of Fischborn’s account above; this is because
ASSESSMENT plays no role in Fischborn’s account of the emergence
of MR]. Fischborn asserts that sensitivity to intent was either absent
from or unimportant to the ancestral forms of MR] psychology he
describes.

Fischborn acknowledges that “some understanding of the men-
tal states of the external violator” may have been present in the DE-
TECTION-DEMAND form of MR] during “step one,” but says such con-



siderations were “not, at this point, a factor that could make someone
refrain from realizing a responsibility episode” (Fischborn, 827). In
other words, upon the emergence of MR] and for a long time there-
after, considering a transgressor’s intent played no constitutive or reg-
ulative part in guiding judgments about whom to punish, when, and
under what conditions. The intentionality of their action did not fac-
tor into the process by which they were judged blameworthy and/or
punishable at this stage.

In what follows, I argue it is a mistake to treat intention-sensitivity
as an extraneous feature in the evolutionary emergence of MRJ. Intention-
sensitivity was in fact an essential feature of MR] psychology from the
get-go, and was moreover indispensable to the evolutionary dynamic
that enabled MR] to emerge. Fischborn acknowledges that “the assess-
ment of mental states (e.g., intentions) ... is constitutive of modern
moral responsibility judgment” (827), and that his account offers no
explanation for how that came to be the case. This is meant as an
identification of future avenues for research, a sort of loose end that
should be tied up by later work. But the role of intention-sensitivity
in the evolution of moral responsibility judgment is not just a loose
thread to be woven in later; it forms the very seam which holds the
whole evolutionary picture together. Fischborn’s account errs in ig-
noring the adaptive importance of intention-sensitivity in the evolu-
tion of MR], but the larger point is that any evolutionary account of
moral responsibility judgment ought to recognize and explain the cen-
trality of intention-sensitivity to the evolutionary dynamic by which
MRJ emerged. Our understanding of the process by which we came
to be blame-layers in just the ways we are, something which is only
recently starting to take shape, will be greatly improved for it.

3 INTENTION-SENSITIVITY: AVAILABLE
AND USEFUL

Before diving into the argument for my hypothesis, we require
a brief prelude to establish the following methodological point. To
support the hypothesis that a particular capacity (C) was used by an
ancestral population (A) for a particular fitness-relevant purpose (P)
in the evolutionary history of a particular lineage, it suffices to show
that C was available to A and that C would have been useful to employ
for P.

Ron Planer and Kim Sterelny employ this methodology in their
recent account of the evolution of language (2021). Their inferential
strategy is to use empirical evidence “to identify the availability of



cognitive and social resources for particular communicative capaci-
ties, and to use that same record to identify communicative needs
that select for those capacities. If capacities were both available and useful,
they probably had them” (48, emphasis mine). When a population faces
recurrent challenges of reproductive significance due to their existing
lifeways—such as the communicative demands of plastic prosocial
cooperation Planer and Sterelny describe, or in our case, the demand
to safely disincentivize counternormative behavior similarly brought
on by plastic prsocial cooperation—and there exist capacities that 1)
would have been useful in overcoming those challenges, and 2) we
have good reason to think were available for such uses given the cog-
nitive, social, cultural and/or ecological resources accessible to them,
then we are licensed to think that the population likely did employ
those capacities to contend with those reproductively-significant chal-
lenges.

Note here that saying C would have been useful for P must take
into account the costs associated with the use of C. If C particularly
costly to deploy, such as the venom injection of snakes or the ink-
ing behavior of some cephalopods, then there may be many cases in
which using C would have been successful at accomplishing some P,
but not worth the cost of deployment, and thus not useful for P, on
this definition. Costliness is particularly difficult to judge in the case
of cognitive capacities, as we have no guarantee that the ideas and
inferences modern humans find easy, intuitive, and automatic would
have been similarly low-cost for the ancestral hominins in question
(Farrell, 2025).

There is further danger in this inferential approach due to its
reliance on theorists’ assessments concerning what capacities were
or were not available to a particular population at a particular time,
given the evidence at hand, and how those capacities might or might
not have been useful in particular applications. But note that I am only
claiming these are sufficient conditions for supporting a particular
hypothesis about what capacities were used for which purposes in
a lineage’s evolutionary history; that support, of course, need not
establish certainty or even a great deal of confidence in the historical
claim. If we know C was available to A and C would have been
useful for P, then we have some support for thinking that C was used
for P, but that support will come in various degrees and may in many
cases be exceedingly weak. Nevertheless, with this methodological
commitment stated, let us build as strong a case as possible for my
claim that intention-sensitivity was available to and useful for moral
responsibility judgment, and thus that intention-sensitivity was likely
a feature of MR] from the outset.
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3.1 Availability

The relevant starting point in hominin evolutionary history here
is the emergence of the cognitive capacity I claim to have been avail-
able to and useful for the earliest form of MR]. The cognitive capacity
under discussion here is the ability to detect intentional actions and
discriminate them from non-intentional ones. I take this to at least
approximate what Fischborn’s notion of AssessMENT—the “capacity
to assess the mental involvement of the target with the violation in
a way that can affect the motivation to respond” (2023, 819)—though
intention-sensitivity as I imagine it is a thinner notion than is “mental
state assessment” proper, since intention-sensitivity does not strictly
require mental state ascription. The capacities relevant to our evo-
lutionary discussion here are actually two: 1) discriminating agents
from non-agents, and 2) sensitivity to whether an agent’s actions are
intentional or not. I argue in the following subsections that both ca-
pacities pre-date MR], likely by several million years.

3.1.1  Agent-Discrimination

Chimpanzees, humans’ closest extant relatives, discriminate be-
tween agents and non-agents in a similar though less sophisticated
way as humans do. Though more controversial, there is also signifi-
cant evidence that chimps possess the ability to reason about others’
desires, beliefs—even their false beliefs in some contexts (Krupenye
et al.,, 2016)—and intentions (Call and Tomasello, 2008; Krupenye,
2021; Royka and Santos, 2022). The existance of these homologous
cognitive traits in chimpanzees make it likely that the tendency to
cognitively categorize things in one’s environment as either agents
or non-agents emerged prior to the split between the Pan and Homo
lineages approximately six million years ago (~6 mya). Since chim-
panzees do not further possess moral cognition or an MR] psychol-
ogy, as humans do, we can conclude that MR] emerged sometime
after that split.

Let us then grant that by 6 mya, the last common ancestor of hu-
mans and chimpanzees possessed a basic capacity for agent-discrimination.
In that context, and for most of its history, agent-discrimination served
the very general adaptive function of enhancing individuals” ability
to predict and interpret other agents’ behaviors. Representing cer-
tain entities—cooperators, prey, predators, and other suitably agen-
tial things—as having choices of possible actions among which they
can intentionally select enhanced fitness because it enhanced predic-
tion, and so improved the chances of success (survival, acquisition of
resources, etc.) in interactions with those entities (see Dennett, 1987).



In the evolutionary context, “successful” predictions were those
which helped ancestral hominins correctly anticipate the behaviors
of other humans (or weather systems, or predators, or prey) in situa-
tions with fitness consequences. These hominins would not have been
directly motivated by reproductive success in their discrimination of
agents from non-agents, of course. Their thought processes about,
e.g., whether that thing on the ground is a stick or a snake, were
presumably prompted by more tangible goals like avoiding harm, ac-
quiring resources, and protecting kin. But these proximate motiva-
tions would have frequently correlated with increased fitness, and this
would have led to robust and profligate use of agent-discrimination
by hominins in pre-moral contexts where the right cues and predic-
tive demands presented themselves.

3.1.2 Intention-Sensitivity

The capacity for agent-discrimination allows users to form dif-
ferent expectations about the behaviors of different types of entities.
This will have been quite useful in many cases, for example, deter-
mining what will transpire when an entity tumbles off of a platform
it was previously sat upon. If the entity is represented as agent (e.g.,
a bird perched in its nest), then the user will expect it to return itself
atop the platform; if not represented as agent (e.g., an egg sitting in
the aforementioned nest), then there shall be no expectation that it
will reestablish its previous position.

But this minimal form of reasoning and representation about
agents, so far described, does not guarantee that users can or will dif-
ferentiate between intentional and unintentional behaviors of entities
already represented as agents. Such differentiation is intuitive and auto-
matic to modern humans, but it is not unreasonable to ask whether
our hominin ancestors might have initially been blind to whether pu-
tative agents” actions were intentional or not. It could be that birds
were represented as agents, but that this did not enable individuals
to detect or represent the difference between a bird that falls from its
nest and a bird that flies down to the forest floor. However, there is
good reason to think that the capacity for intention-sensitivity—the
capacity to discriminate between the intentional and unintentional
behaviors of putative agents—was at least present by the Pan-Homo
split approximately 6 mya.

This phylogenetic claim is supported by comparative evidence:
chimpanzees can and do discriminate between the intentional and
accidental behaviors of agents. Call and Tomasello (1998) studied
chimpanzees trained to use a particular mark to tell which of three
boxes contained a reward. When they then observed an experimenter
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mark two of the three boxes—one marked accidentally and the other

marked intentionally—chimps preferentially selected the intentionally-
marked box, suggesting they understood that the accidentally-marked

box was less likely to contain a reward, since the mark was not meant

to be placed there. In a later study, Call et al. (2004) found that

chimpanzees were much less likely to get upset at an experimenter

who presented them a grape but accidentally dropped it than an ex-
perimenter who presented them a grape but then pulled the grape

away from them before they could take it.3 Finally, in a social learn-
ing context, Tomasello and Carpenter (2005) tested chimpanzees who

had observed an experimenter complete a novel task to get a reward.

They saw the experimenter make two actions, one accidental and one

intentional, both of which were unfamiliar to the chimp. When given

the chance to try the task themselves, the chimpanzees only imitated

the experimenter’s intentional action, and not their accidental one.

Being able to distinguish between agents’ behaviors which are
intentional and those which are not is of immense predictive value.
Since agents are represented as being able to exert intentional causal
control over their actions, detecting which of an agents” actions were
done intentionally is understood to reflect their projectable behavioral
tendencies. Detecting whether you jumped in to the lake or whether
you fell into the lake is crucial to predicting how likely you are to
enter the water in the future. Intentional actions are far more infor-
mative for predictive purposes than unintentional or unavoidable ac-
tions, a fact which even infants understand (Eason et al., 2018). The
comparative evidence reviewed above makes it seem quite likely that
chimpanzees share with humans a homologous capacity not only to
represent certain entities as agents, but also to distinguish between
the intentional and unintentional behaviors of agents.

Most agree, or at least find plausible, that agent-discrimination
emerged as way to enhance predictions about the behaviors of suit-
ably complex entities that individuals might encounter. Beyond be-
ing able to discriminate agents from non-agents, it is likely that by
the Pan-Homo split approximately 6 mya, individuals could also dis-
criminate between the intentional and unintentional actions of puta-
tive agents, further enhancing the predictive power of this represen-
tational system. In the pre-moral context of their emergence, these
capacities enabled successful interactions (both cooperative and com-
petitive) with conspecifics, predators, prey, and other complex enti-
ties. Knowing whether the hyena turned its head my way because
it saw me or just due to happenstance might mean the difference be-

As evidence for the particular claim I'm arguing here, it would have been better if
the experimenter in the intentional condition had intentionally dropped the grape,
instead of pulling it away, in order to match the exact action taken in the accidental
condition. Unfortunately no such condition was tested.
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tween life and death. Thus, both agent-discrimination and intention-
sensitivity were favored by selection and, with time, spread to fixation
in some population ancestral to modern humans.

With the pre-existence of intention-sensitivity to MR] established,
we may now leap forward in time to the emergence of MR].# Intention-
sensitivity would have been available to MR] upon the latter’s emer-
gence; how, though, would it have been useful? If, as I will now argue,
being sensitive to the intentionality of a transgression would have ap-
preciably improved the ability of MR] to fulfill its adaptive functions,
it would be puzzling if early forms of MR] did not do so.

3.2 Usefulness

Mameli and Fischborn both see facilitating safe and effective
punishment of moral transgressions as the adaptive function which
explains the emergence of MR]. Both authors think MRJ emerged
through natural selection because it helped maximize the payoffs of
cooperation by modifying cooperative partners” behaviors for the bet-
ter and/or preventing the loss of hard won resources by free riders
such as food thieves while also minimizing the risks associated with
delivering punishment, especially in large group settings. MR] is thus,
according to these authors, primarily a mechanism of adaptive part-
ner control. But MR] is also a mechanism for adaptive partner choice,
and it is in this role that intention-sensitivity improves the fitness-
enhancing power of MR].

It is of utmost adaptive importance for cooperators to be able
to judiciously choose which members of their social group they are
willing to engage with in high-stakes, high-risk cooperative endeavors
(Sperber and Baumard, 2012). Considering others” moral reputations
and using them to curate one’s social network is a core adaptive func-
tion of moral cognition, since it enables prosocial cooperators to avoid
serial exploitation by free-riders and antisocial individuals across di-
verse cooperative contexts (Stanford, 2018). Forming moral responsi-
bility judgments about others” behaviors works as a sort of running
register of the facts relevant to assessing them as potential coopera-
tive partners. Thus, beyond partner control, MR] enhances fitness by
improving judges’ evaluations regarding who the desirable coopera-
tive partners are, and more importantly, who the undesirable ones
are. But this is only to identify an additional adaptive function of
way MRJ which is underappreciated within existing evolutionary ac-

While it is clear MR] emerged long after the Pan-Homo split, I have no strong view
on when, exactly, MR] emerged. The 400 kya date claimed by Fischborn (following
Tomasello) is plausible, but my view does not turn on whether that particular date
is accurate.
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counts. I have not yet said exactly how intention-sensitivity improves
MRJ in its role as a mechanism of adaptive partner choice, and thus,
why exactly we should think that the earliest form of MR] likely did
involve sensitivity to the intentionality of a transgressor’s actions.

Given the importance of high-risk cooperative endeavors in our
species’ evolutionary history, many of the systems in human social
cognition seem to be tailored to some degree toward assessing the
quality of potential partners (Baumard et al., 2013). For example, the
emergence of language was likely driven in part by the need for gos-
sip brought on by increasing group size, which greatly enhanced rep-
utational assessments about others with whom one has not directly
interacted (Dunbar, 2004). Some have even argued that reasoning
itself—or at least, the dialogical, rhetorical form of reasoning some-
times called ‘reason giving’—is adapted primarily for reputational
protection through public justifications of one’s own actions by ap-
peal to reasons, and for reputational assessment of others through
judgments about reasons they offer to justify their actions (Mercier
and Sperber, 2017). Let us consider whether MR] fits this mold of a
cognitive mechanism tailored to the assessment of others in the ser-
vice of evaluating them as potential cooperative partners.

There are many routes to deciding whether it is a good idea
to cooperate with a particular member of one’s social group. One
may use superficial cultural markers or physical features: perhaps
wearing a particular style of dress signals that they are a member of
some reputable family, or perhaps their physical stature and impres-
sive strength signal that they will be useful in hunting down large
game. Different partner choice strategies will be apt for different
partner choice contexts. However, one very general task germane
to nearly all partner choice contexts is determining whether they will
follow moral norms—whether they are the kind of good-natured, rule-
abiding individual with whom it is a good idea to get involved. Will
this individual share the spoils of our hunt when we have the prize
in hand? Will they have my back while we are out in the wilderness
and something goes wrong? When it comes to partner choice, no
factor looms larger than predicting a potential partners’ likely behav-
ior during a high-stakes cooperative endeavor, and no information is
more valuable to such predictions than information about the poten-
tial partner’s history of intentionally-taken, morally-relevant actions.

The MR] psychology of modern humans follows this same logic.
Psychologist Fiery Cushman has shown that while peoples’ judgments
about whether someone deserves punishment for causing a negatively
valenced moral outcome does not much depend on whether their
causal contribution was intentional or not, the exact opposite is true
when it comes to judgments about their moral character and social de-
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sirability (Cushman, 2008, 2015). In such moral character assessments,
intentionality take precedence. When an agent causes harm uninten-
tionally, people feel that the agent is not necessarily a bad person at
their core, but nevertheless do deserve some kind of punishment. But
if an agent attempts to cause harm, even if no harm occurs, people
consider the agent to have betrayed their poor moral character, despite
also asserting that the agent does not deserve punishment (because
they did not in fact cause any harm). We should not overstate this,
though: there is no perfect dissociation here. Accidentally causing
harm can lead to judgments of poor moral character, especially when
the accidental harm results from recklessness or negligence. Similarly,
attempting (but failing) to cause harm can lead to judgments that
punishment is deserved, though the degree of punishment deserved
is invariably weaker than if the attempt to harm had been successful.
Still, these results suggest that in modern human psychology, moral
character and social desirability judgments are evaluated primarily on
the basis of intentionality, rather than actual actions and outcomes.

These findings have been subsequently validated by indepen-
dent researchers on a larger scale (Kneer and Machery, 2019; Kneer
and Skoczen, 2023). However, both Cushman’s studies and these
large-scale replications were done using adult Westerners, so a nat-
ural rejoinder here is to question whether these results show any-
thing beyond a cultural artifact specific to the moral systems typical
of WEIRD (Western, Educated, Industrialized, Rich and Democratic;
see Henrich et al.,, 2010) societies.” But the psychological salience
of intent over outcome when judging social desirability and moral
character appears a strikingly young age. J. Kiley Hamlin (2013) con-
ducted a series of experiments on infants showing that, within the
first year of life, children robustly privilege intent over outcome in
their social desirability evaluations. When given the choice of a pup-
pet they saw accidentally harm another puppet, versus a puppet they
saw try (but fail) to harm another puppet, infants preferred the pup-
pet that accidentally caused harm. Infants thus judged that merely
intending to cause harm, regardless of the outcome, makes you un-
desirable; actually causing harm, but doing so unintentionally, does
not.® These results are corroborated by other studies showing that
very young children are keenly sensitive to the intentional character
of others’” morally-valenced behaviors (Chernyak and Sobel, 2016; Li
and Tomasello, 2018; Vaish et al., 2010; Woo et al., 2017), even in moral
domains other than harm-avoidance, such as fairness norms about re-
source distribution (Geraci et al., 2022; Strid and Meristo, 2020).

I take up this challenge in greater detail in the following section.
A similar pattern of results also held for helping behaviors. Attempting (but failing)
to help someone makes you desirable, but accidentally helping does not.
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All this suggests that the intent-based evaluation of moral char-
acter and social desirability employed by WEIRD adults is present
even in preverbal, largely unenculturated infants. It has long been
thought, going back to Piaget (1965), that children begin life with
an outcome-oriented approach to moral judgment and only later ac-
quire an intent-based morality. But in recent work, Francesco Margoni
and Luca Surian (2016) have argued that this is a spurious artifact of
the methods traditionally used to investigate sociomoral evaluation
in toddlers, which present too high of cognitive demands on execu-
tive functioning for children in this age range. Subsequently, Margoni
& Surian (2020) provided direct evidence that children between 2-4-
y.0. readily and preferentially make sociomoral evaluations on the
basis of intent when evaluation tasks were modified to reduce execu-
tive functioning demands. These results confirm earlier studies sug-
gesting that children between 3-8-y.0. use intentionality as a primary
guide in social evaluation (Nobes et al., 2009). Thus, sociomoral eval-
uation seems to display developmental continuity: the intent-based
sociomoral assessment humans display in infancy persists, at its core
conceptually unchanged, all the way through to full-fledged MRJ in
adulthood.

Returning now to evolutionary considerations, we see that judg-
ments regarding the social desirability of an agent need not be espe-
cially dependent on whether they actually causally contributed to a
negatively-valenced moral outcome or not. What matters for adaptive
partner choice purposes is just whether the agent intended to cause
such an outcome. Attending to the intended outcome of an agent’s ac-
tions is a better compass for assessing their likely future behavior, and
is thus more useful for partner choice, than is attending to the actual
outcome of their actions. That you tried to kill your last cooperative
partner is all I need to know; further information about whether your
attempt at murder succeeded or failed is superfluous to my evalua-
tion of your desirability as a partner, though it may helpfully inform
my assessment of your proficiency for murder.

There are two types of situations where an intention-sensitive
MR] creates clear fitness advantages over a hypothetical form of MR]
which is not sensitive to intentionality. The first involves missing out
on good cooperative partners and the second involves getting stuck
with bad cooperative partners.

For an example of the first type of situation, imagine that dur-
ing a hunt Ha witnesses Lok throw a spear at the prey which inad-
vertently wounds Mal, who was wrangling with the animal at close
quarters. Lok clearly caused harm to Mal by accident, which makes
him far less likely to cause similar harms in the future than if he had
caused the harm to Mal intentionally. If Ha sensitive to this fact, he
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will recognize that Lok’s actions do not reflect deep about his moral
character. If Ha is not sensitive to this fact, he would see ‘causing
harm to cooperative partners’ as a projectable behavioral disposition
of Lok, and thus will likely avoid cooperative interactions with Lok
going forward despite the fact that Lok is by all means a good coop-
erative partner and was unlucky this time.

For an example of the second type of situation, imagine that Mal
scavenged a large carcass and brings it back to camp, where he in-
tends to selfishly hoard the meat all to himself. However, Mal quickly
gives up on trying to hoard the meat when it becomes clear that he
can’t defend the resource successfully, and each tribe member ends up
taking a share of meat. Ha, witnessing this scene with an intention-
sensitive form of MR]J, will realize that Mal sharing their resources
was not intentional, and so should not reflect a strong likelihood that
Mal will abide by fairness norms in the future. In fact, depending
on sophistication of Ha’s mindreading capacity (i.e., if Ha can tell not
just that the sharing was unintentional but that Mal’s goal was specifi-
cally to not share), Ha may take Mal’s behavior to reflect a projectable
antisocial tendency, despite the actual fair outcome that resulted from
this event. By comparison, if Ha’s MR] psychology does not involve
consideration of intent, the fair outcome resulting from Mal bringing
a carcass back to camp will suggest that Mal abide by the relevant
fairness norms; thus, Ha would erroneously conclude that Mal is a
good, fair cooperative partner to interact with for future hunts.

Intention-sensitivity improves MR]J as a mechanism for adap-
tive partner choice by the same very route through which intention-
sensitivity conferred fitness benefits in the pre-moral context: by im-
proving users’ predictions of the future behaviors of other agents. In
the moral context, these predictions informed partner choice, while
in pre-moral contexts (and concurrently amoral contexts, which of
course did not stop after the emergence of moral cognition), they in-
formed the strategies one should use to escape the hyena or corner
the hare.

3.3 Freedom from Free-Riding

My focus on the importance of intention-sensitivity in the evo-
lution of MR] foregrounds the adaptive significance of partner choice.
This contrasts with the other views we have discussed, from Mameli
and Fischborn, which see the primary adaptive role of MR] as being
a mechanism for facilitating partner control, i.e., punishment. While
Fischborn, especially, does recognize partner choice as one function

18



of MR], it still plays far too small a role in his overall evolutionary
account.”

There is good reason why these authors are so attuned to the
punishment-facilitating role of MR]. The main challenge in any evo-
lutionary account of morality is to explain how third-party punish-
ment could be fitness-enhancing, when it so naturally exposes the
punisher to fitness-reducing risks. In our survey of Fischborn’s view
(2.2), we considered how MRJ-guided motivations to deliver punish-
ments might generate opportunities for second-order free-riding in
two types of contexts: admonishing a norm-flauting hunting partner,
and deterring a would-be food-thief. The risk of free-riding in these
scenarios arose from the fact that if one decides to deliver a punish-
ment, they do so at the risk of letting others enjoy the increase in
expected payoff that results from the punishment without having to
pay that same cost.

Because I emphasize the adaptive function of MR] as a mecha-
nism for partner choice, I do not suppose deterring food thieves or
correcting greedy partners to have been the essential use cases which
explain the emergence of MR]. Though such situations likely did con-
tribute to the evolutionary dynamic leading to the emergence of MR],
I argue that these partner-control-centric contexts are of less relevance
to a complete explanation of the evolutionary emergence of MR]J than
are situations in which MRJ functioned as a mechanism for partner
choice. Insofar as experiencing a motivation to punish the food thief
is fitness enhancing, it enhances fitness primarily because it offers the
punisher an opportunity to demonstrate their value as a good coop-
erative partner, and secondarily because it will modify the future be-
haviors of the thief and others similarly tempted to experiment with
thievery. Viewing MR] as primarily an adaptation suited for partner
choice avoids the recalcitrant free-riding issues that are brought on by
supposing, as existing accounts do, that MR] is an adaptation suited
primarily or exclusively for partner control.

There is one other way my proposal helps to fill in our patch-
work picture of how and why MR] emerged in our hominin lineage’s
cognitive evolution. Fischborn considers the DETECTION and DEMAND
capacities to have been jointly sufficient for the emergence of MR],
without any immediate need for the ASSESSMENT or PERMISSION ca-
pacities until later, when hominins began living in larger groups. At
that later time the PERMISSION capacity emerged, Fischborn hypoth-
esizes, which allowed punishments to be delivered in a safe and co-

One might reciprocally argue that my account gives too small of a role for the
partner control function of MR]. However, I am not advancing a full-fledged account
of the evolution of MR] here; I am only seeking to remedy a deficit present in the
full-fledged accounts on offer.
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ordinated manner in large group settings by enabling punishers to
check whether the punishment they mean to deliver will be seen
as “permitted” by other group members. I suggest that, in fact, the
intention-sensitive nature of MR]J filled this warranting role that Fis-
chborn sees the ASSESSMENT capacity as having played. The punish-
ments that were permitted, and thus safe to deliver, were those li-
censed by widely-accepted facts about the relevance of intentionality
to moral responsibility judgments. Everyone knows causing harm is
all the worse if done intentionally, and they use this knowledge to
their individual benefit via-a-vis partner choice. That this knowledge
is widely possessed means that if one observes another stealing from
a third person in a clearly intentional manner, they are permitted to
punish them—and further, they can be sure that others will see the
punishment as merited too. We need not hypothesize a separate psy-
chological capacity (PERMISSION) to detect whether others agree that
punishment is warranted; seeing that a transgressive harm was done
intentionally is frequently all that is needed to infer that the ensuing
punishment will be recognized as warranted.

4 THE CROSS-CULTURAL OBJECTION

We now have an idea of how intention-sensitivity, a capacity
which pre-dates moral responsibility judgment, could have improved
the adaptive function of MRJ in its role as a mechanism of partner
choice. Thus, intention-sensitivity was both available to and useful
for MRJ upon the latter’s emergence. Following the methodologi-
cal commitment stated at the start of the previous section, we have
support for the claim that intention-sensitivity probably was used in
the earliest form of MR]. There is however a potentially devastating
objection to my view that has not yet been fully addressed. Recent
cross-cultural work has demonstrated the diversity of intentionality’s
salience in MR]J across cultures. In some societies, adults” moral re-
sponsibility judgments rely primarily and sometimes entirely on out-
come alone, with no import whatsoever placed on intentionality (Bar-
rett et al., 2016; McNamara et al., 2019). In such societies, involuntary
manslaughter is seen as being pretty much just as bad as premedi-
tated murder with respect to both the deserved punishment and the
moral character of the transgressing individual. Notable examples
of cultures where an action’s intentionality does not significantly af-
fect people’s moral judgments include the Yasawan peoples of Fiji,
the Hadzabe of Tanzania, and the Himba of northern Namibia and
southern Angola. This clearly challenges my claim that MR] is funda-
mentally linked to intention-sensitivity. Although this is a legitimate
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concern, it presents no real danger to the foregoing evolutionary hy-
pothesis.

The developmental evidence reviewed above (3.2) shows that the
salience of intent in sociomoral assessment is present even during in-
fancy. This suggests developmental canalization and perhaps even
innateness, which is often considered to be indicative of an adaptive
origin for the canalized trait (Khalidi, 2002; Lorenz, 1965, though see
Griftiths and Machery, 2008). The presence of intent-based sociomoral
evaluation in infancy (and continuously throughout development, if
Margoni & Surian are correct) suggests the outcome-based morali-
ties displayed by adults in some cultures have been instilled through
enculturation processes which modify MR] practices later on in de-
velopment.® We ironically emerge, then, with a complete reversal of
the Piagetian orthodox story for cultures in which MR] is intention-
insensitive: instead of starting with outcome-oriented judgments and
then learning during development to consider intent, children in these
cultures start off (as all children do) with intent-based judgments as
infants, and then through enculturation shift to outcome-based judg-
ments, which they employ into adulthood. Whether this explana-
tion is correct or not is, of course, an empirical question which cross-
cultural developmental research looking at the sociomoral evaluations
of Yasawan, Hadza, and Himba infants could settle.

To argue this way is to suggest that the intention-sensitive form
MR] we see in WEIRD adults aligns with the way MR]J psychology
has been “designed’ to function by hominin evolutionary history. This
frames the handful of non-WEIRD cultures whose MR] practices place
little importance on intent as ‘divergent’ from how MR] psychology
‘naturally” develops. This will likely put some readers on edge, given
the problematic history of Western evolutionary theorists creating
capricious ‘just-so’ adaptive explanations for psychological tenden-
cies they unreflectively take to be universal features of human na-
ture (Buller, 2005). But in this instance, the developmental evidence
does suggest that sociomoral evaluation is intention-sensitive from in-
fancy on through later development. The claim that MR] is innately
intention-sensitive is thus not being justified here by the intuitive plau-
sibility assessment of the WEIRD evolutionary theorist writing this,
but by the results of studies in which enculturation into a WEIRD
system of MR] practices are unlikely to have played any meaningful
factor.

It has been suggested that cultures with outcome-based moralities often have “men-
tal opacity” norms which discourage reasoning and speech about others’ mental
lives (Robbins and Rumsey, 2008). However, there are most likely many different
cultural processes that lead to outcome-based moralities beyond just mental opacity
norms (see Barrett and Saxe (2021)).
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There are, moreover, candidate explanations for when and why
cultures tend to deviate from the intention-sensitive MR] psychology
with which humans, as infants, start out. H. Clark Barrett and Re-
becca Saxe, in recent work (2021), claim that “there is no evidence for
mental-state-disregarding cultural groups” when it comes to MRJ; in-
stead, moral judgment “even within “Western” moral, legal and philo-
sophical traditions, depends on how situations are appraised and for
what reasons judgements are being made” (2). Indeed, Barrett & Saxe
argue that context and function determine to what degree a MR]J will
privilege what these authors call “mind-mindedness,” and these con-
texts and functions can be empirically shown to exist cross-culturally.
Across societies, they conclude, “[m]oral judgements depend more on
mental states when people are judging high status, competent individ-
uals, when the violation was theft or injury, and when the purpose of
the judgement is to express indignation. Moral judgements depend
less on mental states when people are judging someone who is in-
competent, or a whole group of people, when the action was inher-
ently dangerous or involved a taboo about sex or food, and when the
purpose of the judgement is to restore social cohesion” (6). There is
much left to explore in the full landscape of MR] practices across cul-
tures, contexts, and functions. But we may safely consider intention-
sensitivity a core psychological component of MR], despite the fact
that other factors frequently generate variation in the MR] practices
we observe within and across cultures.

5 CONCLUSION

On the basis of evidence from comparative and developmental
psychology, I have argued that intention-sensitivity arose much earlier
in phylogeny than did moral responsibility judgment. Upon the emer-
gence of MR]J, the capacity to discriminate between the intentional
and non-intentional behaviors of agents was already present and thus
available for use from the earliest stages in MR] psychology. I then
argued that incorporating intention-sensitivity into MR] psychology
would have improved fitness-enhancing functions of MR], especially
with respect to partner choice, by enhancing reputational assessments
through predictions about the likely future behavior of potential co-
operative partners. If intention-sensitivity it was both available to
and useful for moral responsibility judgment, as I claim it was, then
we ought to conclude that the relevant ancestral population probably
used it in just that way.

Assessing a transgressor’s intent was not added to MR] psy-
chology late in hominin evolutionary history, after the core adaptive
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functions of MR] were well established. Discriminating between in-
tentional and non-intentional behavior was a crucial aspect of MR]
from the outset, and was indispensable to attaining the fitness en-
hancements generated by MR]. This perspective makes sense of the
wide variety of comparative, developmental, and cross-cultural psy-
chological evidence, all of which suggest that moral responsibility
judgment is inextricably linked up to the assessment of intentions.
More work will be needed to refine the granular details of the evo-
lutionary picture and explain the bumpy contours of MR] practices
across the globe, but at this point, we should think that considering
intent has been part of moral responsibility judgment from its very
emergence in hominin evolution right up through to the present day.
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