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Abstract 
This paper explores some conceptual and empirical issues having to do with causal selection. It engages with portions of the  substantial empirical literature on selection practices-- a literature that so far has received limited philosophical attention. This paper argues for the following claims: First, the causal judgments that involve selection are just one kind of causal judgment among many; It is a mistake to think that there is a single unitary "causal concept" that is displayed both in selection practices and in all other sorts of causal judgments. In part for this reason, the idea that the influence of  social norms on causal selection poses a challange to the "objectivity" of causal claims generally is mistaken.   
Second, selection practices are not arbitrary or capricious but rather, as an empirical matter, exhibit regular patterns and often appear to have a "rational” basis or a “functional" rationale, although there are several different candidates for such a basis. Several possibilities are discussed: the idea that selection judgments are guided by a certain combination of necessity and strength (NES) , the idea that these practices convey information about optimal interventions, and the idea they are guided by a concern with causal attribution and the idea that they track judgments of "robust sufficiency". NES fits much but not all of the emiprical data but the optimal intervention rationale performs better in at least one case, which can also be understood in terms of a certain interpretation of robust sufficiency. I also defend the third causal attribution rationale as deserving further exploration.   
1. Introduction This paper explores some conceptual and empirical issues having to do with "causal selection". Although there may not be a completely uncontroversial characterization, the basic idea is familiar: when a number of different factors are all thought to be causally relevant in some broad sense to an outcome, we often "select"some (perhaps just one) of these, describing these as causally  privileged with respect to the outcome -- e.g., as "the" cause or as "a cause" of the outcome, while not ascribing a similar status to the other causally relevant factors. (These may be described instead as "background" or "enabling" conditions, among other possibilities or, in the empirical literature, they may be less likely to chosen in a forced choice questionnaire or assigned a lower "causal strength" rating.)  I will follow most of the literature on this topic in taking the causal factors or outcomes of interest to be two-valued-- a factor can be either present or not and similarly for outcomes. I will largely rely on an intuitive understanding of "causal relevance" but readers can think of it as, roughly, involving the right kind of counterfactual dependence  when other factors are appropriately controlled for: when a lit match in the presence of dry leaves causes a fire, both the match and dry leaves are causally relevant to the fire, although the match is more likely to be selected as the cause of the fire[footnoteRef:1]. When we dealing with actual cause judgments the relevant notion of causal relevance (as opposed to causal selection) is fairly well captured by conditions like AC1- AC3 in Woodward, 2003, and similar conditions in Hitchcock, 2001and Halpern 2016. The patterns associated with these practices have recently been explored empirically by a number of psychologists and this literature, as well as some of its philosophical implications,  will be discussed below. [1:  A standard example of selection in the philosophical literature is the selection of a lit match rather than the presence of oxygen in the causation of a fire. However, Cheng and Novick 1991, present experimental evidence that when a factor is always present (as oxygen is in almost all terrestrial environments) as opposed to merely being normally present, subjects do not judge it to be a cause at all. I use the dry leaves/ match example for this reason. 
] 

	As these examples suggest, selection practices seem most salient in connection with claims of so-called "actual " or "singular" causation-- claims that some particular event c caused another event e. I will largely focus on such examples although I take there to be an open question about the extent to which similar selection practices are operative with respect to so-called type-level causal claims. The pyschological literature on which I will discuss has also focused on selection practices in rather simple ordinary life  contexts; I focus on this literature because this is where there are systematic empirical results. The role of selection in more scientific contexts is also very important but I put this aside in what follows.
	This paper argues for the following claims: First, although there are different possible ways of characterizing the causal judgments that involve selection, if we think, as the recent psychological literature tends to do, that selection involves the influence on judgment of "norms" having to do with the normality of candidate causes (where normality has to do with whether these are stastically likely or whether their occurence violates some social norm), then there are correct causal judgments that do not involve selection. This is so even if we confine ourselves to actual cause judgments-- that is, there are actual cause judgments (e.g., in certain pre-emption cases, see below) that are not plausibly thought of as involving causal selection, assuming that we define the notion of causal selection in the way described above. More generally, there are varieties of causal judgment that are not influenced by the normality-based a factors that influence causal selection-- these include at least some type-based notions.  It is thus  a mistake to think that there is a single unitary "causal concept" that is displayed both in selection practices and in all other sorts of causal judgments, so that it follows that if we can show that norm-based  factors  influence the former, it follows that they must also influence the latter.  
Second, it is also wrong to think, as many philosophers have claimed, at least until recently, that selection practices are arbitrary or capricious. Instead, they often have functional" or "normative" rationales in the sense that they provide us with information that satisfies goals we have. The  goals to which selection judgments are directed  are  different in some respects from the goals that animate other sorts of causal judgments, which is why it is wrong to take selective judgments as stand-ins for all other sorts of causal judgments. Recent discussion has shown that there are good reasons to think that some practices of causal judgment, not involving selection, are (often) “rational” or “functional”, (e.g., Hitchcock, 2017, Icard et al, 2017, Woodward, 2021). If so, one might wonder whether a similar conclusion holds for causal selection and this is what I will argue for in what follows. This perspective takes seriously the possibility that when people engage in selection, they are trying to track or convey information relevant to some goal, where the goal is sufficiently widely shared to provide a systematic structure to selection judgments. 
	Two of the most plausible and widely discussed candidates for such a goal are (i) the claim that selection judgments encode claims about optimal interventions and (ii) the claim that these reflect an optimal trade-off between the constraint that causes should be necessary for their effects and the constraint that they should be sufficient (Icard et al., 2017). As we shall see, each of these rationales fits a significant portion of the experimental results concerning selection but perhaps not all. Moreover, although  (i) and (ii) often agree about  which selection practices are functional or rational, there is at least one case (Section X) on which they diverge, with the optimal selection rationale delivering a more defensible result.  I will also discuss (and defend) a third possible rationale for selection practices-- one based on causal attribution. Understanding when and why these ratioanles agree or disagree is another issue I will explore below.  
	One can think of proposals about the rationale for selective judgments (and for causal judgments more generally) as interpretations of these practices in terms of people’s answers to certain causal questions. For example, as explained in more detail below, the optimal intervention rationale interprets selection judgments as answers to questions about which of several causally relevant factors would be the optimal one to intervene on, given that one wants to produce or prevent an effect. However, although to a substantial extent empirical facts about selection practices can be understood in terms of normatively reasonable goals, we will see that this fit is imperfect: the selection practices that people in fact follow and those that are normatively appropriate, given plausible goals, do not always coincide. That is, people make selective judgments that they should not make and fail to make selective judgments that they should make, assuming that they have such goals as the identification of optimal interventions. Thinking about possible goals for selection practices thus can suggests possible changes or reforms to those practices.  
2. Background and Motivation.	 In attempting to understand the possible rationales for selection practices, we require accurate descriptions of those selection practices. Recent work in experimental psychology devoted to characterizing these practices has led to interesting and in some cases surprising results. In order keep things tractable, I will focus primarily on just two sets of these.  Consider first a so-called conjunctive structure: There are three variables, C1, C2 and E, all of which are two-valued-- that is, 0/1[footnoteRef:2]. Subjects are told C1 and C2 are both causally relevant to E (but there is no causal relation between C1 and C2, so that the structure is that of an unshielded collider) and that E=1, when and only when C1and C2=1. Subjects also know the values taken by those variables on some particular occasion -- e.g., they are told that C1= C2= E =1. Subjects may then be asked to answer questions involving so-called 'causal strength" probes for these variables. For example, in Icard et al. 2017, participants are asked, "on a seven-point scale how much do you agree with the statement that C1 =1 (or C2=1) causes E=1?"  A higher causal strength rating for C1=1 is taken to show that it is selected over C2=1.  In the case under discussion, the cause that is selected is the abnormal one-- an effect that Icard et al. call "abnormal inflation" Here "normality" here has to do with either the frequency with which values of the cause variables occur or with whether the occurrence is contrary to some social or moral norm.  For example, lightning strikes may be rare but the presence of dry leaves common. If both of these factors are causally relevant to the occurence of a fire, the lightning will be preferentially selected.  In a situation in which staff are allowed to take pens from a secretary's desk, but faculty are not, and both take pens, with the result that the secretary is unable to take an important message, the behavior of the faculty member but not the staff is abnormal, in the sense of contrary to a norm. In this case the action of the faculty member receives a higher causal strength rating than the action of the staff member. (See e.g., Icard et al., 2017)  [2:  I will use upper case letters (C1 etc.) to refer to types of factors or variables. Particular events will be represented by a variable taking a specific value (C1=1) or alternatively by means of a lower-case letter (c) or C=c.] 

        By contrast, "disjunctive" causal structures appear to exhibit the opposite profile-- abnormal deflation. In a disjunctive structure E=1 if and only if either C1 or C2=1. (Again, there is no causal relation between C1 and C2.) When C1, C2 and E=1, the cause that is selected is the one for which the value =1 is more normal.  That is, if C1=1 occurs more frequently (or is more in accord with some social norm) than C2=1, C1=1 is selected, even though both C1=1 and C2=1 are (by hypothesis) causally relevant to (indeed causally sufficient for) E=1.   
In what follows, I will use "normality" in the restricted way illustrated above (that is, frequency of occurrence of a cause or whether it violates a norm.) I do not deny that there may be other notions of normality that influence causal judgment, but these are not my topic[footnoteRef:3]. [3:  In particular, users of causal models may choose not to represent variables corresponding to possibilities that are extremely unlikely and, in this sense, "abnormal". But this is different from the influence of normality on selection judgments. In the latter case, the issues is not what variables to include in the model-- we've agreed on that -- and the effects have to do with frequencies of causes and norm violations involving these variables.  The causes that are abnormal in this sense may occur less frequently but they are not highly improbable or far fetched-- on the contrary they occur with non-negligible frequency. ] 

I described above the particular verbal probe used in Icard et al, 2017. Another possible probe, employed in Gerstenberg and Icard, 2020 employs a forced choice question-- participants are asked which of two "because" claims "better described what happened". Reassuringly, this yields largely the same results as those reported in Icard et al., 2017. However, since there are other verbal probes that can yield different results, one might wonder which is the most appropriate one for investigating selection practices (and why)[footnoteRef:4].   [4:  Consider the causal strength probe employed by Cheng, 1997 in her discussion of causal power. This asks how probable c would make e when introduced into a situation in which no other causes of c are present. By design,  this does not track the influence of normality on selection practices, when normality is understood as above, since the causal power of c is characterized in a way that makes it independent of the probability of occurence of c. Thus there are causal strength judgments, elicited by appropriate probes, that track something other than selection, as well as strength judgments that do. This is one reason to think that there are causal judgments that do not involve selection. Again, one would like to have more insight into which are the appropriate verbal probes for investigating selection and why.] 

   I said above that there appear to be kinds of causal judgment that do not involve causal selection. Many philosophers may think this obvious but, as noted below, at least some psychologists and perhaps some philosophers deny this. In any case, one simple reason for supposing that this is the case it seems to be at least tacitly assumed  in discussions of causal selection: after all, these discussions assume that we have available a set of factors all of which are in some sense "causally relevant" to an effect  and then ask about the factors that influence selection of some  of these over others.  Prima-facie, this would not make sense unless we had some non-selective notion of causal relevance available as a starting point. Although experimental results about this have not to my knowledge been published, one would expect that if one were to ask subjects whether in a conjunctive structure in which C.A--> E and C is selected in preference to A because C is less frequent, subjects will agree (at least in many cases[footnoteRef:5])  that A also  causes E-- they will just assign it a lower strength rating or choose C over A in a forced choice question.   [5:  For example, it seems plausible that subjects will agree that the dry leaves are relevant to the occurence of the fire. ] 

	As another illustration, consider a standard case of late causal pre-emption in which Suzy and Billy throw rocks at a bottle, Suzy's rock hits the bottle first and the bottle shatters. Billy's rock would have shattered the bottle if Suzy's had not. Here it is uncontroversial that Suzy's rock and not Billy's caused the bottle to shatter. Moreover, one's informal armchair assessment is that this judgment is not sensitive to the frequency (normality) with which Suzy and Billy throw rocks at bottles-- Suzy's rock is judged the cause if Suzy frequently throws rocks at bottles and Billy rarely does or vice-versa.  This informal assessment is confirmed by recent but not yet published  experimental work involving simulated collisions, which shows no effect of base rates on judgments of causation in pre-emption contexts (Cheng et al. forthcoming)-- in fact ratings are at ceiling for the pre-empting cause and at zero for the pre-empted cause. This contrasts with cases in which selection occurs from among several causally relevant factors, where typically the selected factor receives a higher causal strength rating than the non-selected factor but neither rating is at ceiling or zero. A similar point holds if Suzy’s and Billy's throws either conform to or violate a norm (Suzy is permitted to throw, Billy not etc.) In these cases, selection or at least the kind of selection that is present in cases of abnormal inflation/deflation does not seem to be present-- the causal notion in play is not sensitive to which cause is abnormal. [footnoteRef:6]I take this to suggest that such judgments do not involve causal selection in the sense in which the selection of the ligtning over dry leaves as the cause of the fire involves selection. Intutively,  unlike the leaves/ lightning case in which both factors are taken to be causally relevant and one is selected, Billy's throw is regarded as not causally relevant at all, as  reflected in the rating it receives.  A complete account of  the varieties of causal judgment should respect this distinction.  [6:  Henne et al. 2021 report experiments in which (it is claimed) causal judgments in late pre-emption structures are due to people's tendency to ascribe causation to earlier events-- a "primacy effect". Their experiments involve scenarios in which e.g., a bet will be won if either A or B make a three point goal. If A makes such a goal at the beginning of the game and B toward the end, subjects say that A's basket caused winning the bet. However, this is not a case of causal selection in the sense under discussion. Given A's early goal, B's later goal is causally irrelevant to winning. This judgment does not depend on normality considerations like base rates or social norm violations-- instead it follows just from the fact that, given A's basket, B's basket does not make a difference to the outcome, a conclusion implied by any difference-making account of causation. This contrasts with conjunctive cases in which both X and Y make a difference to an outcome  but X is selected because it is less normal, as in the dry leaves/lightning example.      ] 

	3. Philosophical Background  
  There is a larger philosophical background having to do with the implications of selection practices for how one should think about causation more generally. In philosophy, it has been standard practice, at least until  relatively recently, to distinguish an “egalitarian” notion of causation from whatever notion is in play when we engage in “causal selection”. (I take the "egalitarian" label from Bebb and Beebee, 2024, who take themselves to be describing a fairly common view in philosophy.) Roughly speaking, it was assumed that the egalitarian notion encompasses all the factors that are causally relevant to the effect– the presence of dry leaves as well as lightning in the case of a fire. Moreover, it was assumed that this egalitarian notion rather than anything having to do with causal selection is the proper target of philosophical analysis. (See, e.g. Lewis, 1973, Hall, 2004, among many others.) One reason was that it was assumed that selection practices were relatively unprincipled and reflected the idiosyncratic concerns of particular audiences -- as it is often put, "facts about us" rather than facts about "the world" independent of us. Such influences on selection practices are particularly salient when norms influence causal selection, although it is not confined to such cases. David Lewis expresses these sentiments in a frequently quoted passage: 

We sometimes single out one among all the causes of some event and call it ‘the’ cause, as if there were no others. Or we single out a few as the ‘causes,’ calling the rest mere ‘causal factors’ or ‘causal conditions’... I have nothing to say about these principles of invidious discrimination” (Lewis 1973, 558-559)  
By contrast, Lewis' own counterfactual theory is intended to capture the "egalitarian" notion, and many others have followed him in this. We may think of Lewis as making several claims. First, (1) there is (are) egalitarian notion(s) of cause that can be characterized independently of our selection practices. Second, (2) selection practices are not good targets for theorizing because they are unsystematic, idiosyncratic and/or simply irrelevant to philosophical and scientific purposes. Thus, we should focus on the egalitarian notion (s).   
	As noted above, recent work by psychologists and philosophers seems to show that this second claim is, if not flatly wrong, at least an exaggeration.  There are systematic patterns in selection practices. Of course, even if Lewis’ (2) is incorrect, it does not follow that his claim (1) is mistaken. My view is that (1) is half-right: on the one hand, as noted above, and illustrated in more detail below, there are kinds of causal judgment are not sensitive to many of the factors that influence selective judgments, insofar as these have to do with normality considerations. On the other hand, contrary to Lewis, there is no single "egalitarian” notion that underlies all non-selective judgments and which corresponds to "our concept" of causation.  Instead, as explained below, there are multiple causal notions. 
	Issues around the status of (1) are closely related to another set of issues. As noted above, the causal strength probes used in selection (and other causal judgments) tasks yield "graded" judgments-- subjects are quite willing to say that, among different causes, all of which are causally relevant to some effect, some are of greater causal strength than others. Does this show that “the concept" of causation itself admits of degrees, so that something can be more or less a cause?  In contrast to this,  philosophers have generally supposed (at least until recently) that whether a causal relation is present in some situation is an all- or-nothing matter-- either C (or c) causes E (or e) or it does not, and there is no such thing as degrees of causation[footnoteRef:7]. In particular, it was assumed that any supposed "egalitarian" notion must have this "binary" character. Someone making this assumption can recognize that people make graded causal judgments of some kind (this is an empirical fact) but they presumably will also think there is an ungraded notion or notions not involving selection which corresponds to the question of whether a causal relevance relation is present at all. Then, in cases in which such a relation is present, there is a further project of understanding the graded judgments people make about causal relations, selective or otherwise. A natural view, given this assumption, is that such graded judgments should not be understood as claims about degrees of causation but rather in some other way (perhaps in terms of some causes being more informative or possessing some feature like relative invariance that we think that paradigmatically causal claims should possess-- see below[footnoteRef:8]). This fits with the probes used to elicit graded judgments-- they don't ask about the degree to which C causes E but rather, e.g.,  about the extent to which participants agree with the claim that C causes E[footnoteRef:9]. This plausibly tracks something like the extent to which the claims are paradigmatically causal or informative about various causally relevant features.  [7:  Bernstein  (2017) is an exception; she argues that causation itself comes in degrees. For additional discussion arguing that causation does not come in degrees, see Sartorio (2020). Standard discussions such as Paul and Hall (2013)  assume but do not argue  that causation does not come in degrees, presumably because they think this obvious.  ]  [8:  Woodward, 2021 defends the view that we should distinguish the question of whether a causal relation is present at all from the question of whether if present it has various other features that we value in causal claims such as a high degree of robustness/invariance. He denies that we should think about the latter in terms of degrees of causation. ]  [9:  Nonetheless , as noted above, one sometimes finds talk of one factor being "more  causal" than another in the psychology literature. ] 

	Recently, however, there has been a shift in focus, both among non-philosophers and some philosophers, that bears on this strategy of separating non-selective notion(s) of causation from those that involve selection[footnoteRef:10]. In particular, attention has shifted to selection practices themselves and away from anything that looks like the philosopher's egalitarian notion-- in some cases, to such an extent that any non-selective notion seems to disappear entirely from view. For example, Halpern, 2016 makes extensive use of a “normality ordering” in characterizing what he regards as "actual causation". This ordering is used to explain, along the lines described above, such phenomena as our willingness to cite lightning rather than dry leaves as a cause of the fire. This account extends an earlier theory of Halpern's (and similar variants due to Halpern and Pearl, 2005, Hitchcock, Woodward, 2003) that did not aim at capturing selection practices but aimed instead at a more egalitarian notion of actual causation, captured by such conditions as AC1-3, as in Woodward, 2003. By contrast, Halpern’s newer account aims at capturing the role that selection practices play in actual cause judgments by means of his normality ordering. Additional recent work in philosophy that focuses explicitly on selection includes Hitchcock, (2009, 2012, 2017 ) and arguably Icard et al, 2017. [10:  Although there has been such a shift in focus, perhaps particularly among psychologists, I don't want to give the impression that it is universal. For example, in a well-known paper Griffiths and Tennenbaum (2005) distinguish the question of whether there is a causal relation between c and e from issues having to do with the strength of this relationship. The latter assumes that a causal relation exists.  ] 

	Relatedly, in more recent theorizing in the psychology literature, we find suggestions like the following: 
 these two processes—judging whether a variable was a cause at all and judging which of the causes were “more causal” than others—are sometimes considered distinct, with the former at the heart of theories of token causation and the latter an auxiliary process of causal selection. Here, we treat them as a single integrated process that assigns a graded causal rating to variables. That rating can be zero (the color of the camper’s shirt), small (the oxygen), or large (the match) – but, in all cases, it is derived from a common process (Morris et al., Forthcoming)[footnoteRef:11] [11:  Note the suggestion that some causes are "more causal" than others, which seems to import the idea that there are degrees of causation. ] 

 	It perhaps does not follow as a matter of logic from this "single process" claim that one cannot distinguish causal judgments involving selection from those that do not or that one cannot distinguish issues about whether a causal relation is present at all from a graded notion associated with causal selection[footnoteRef:12].  However, this single process claim seems to put pressure on the project of separating selection and other sorts of causal judgment, especially since (as suggested above and as we shall see in more detail below) it is associated with experimental work that makes no distinction between selection and other sorts of judgments.   [12:  There are different ways of interpreting this single process idea. In my view it is plausible that different sorts of causal judgments draw on the same basic ingredients, including connections with interventions, with invariance and robustness and with notions of necessity and sufficiency, so in that sense a single process may be involved in all forms of causal judgment. However, these ingredients can be combined in different ways and connected to different targets or goals so that, different kinds of judgments result from different ways of combining these ingredients. For example, sensitivity to normality and base rates is a feature of some causal judgments ( those involving selection) but arguably not all such judgments.  ] 

	Finally, also lurking in the background are more metaphysical concerns. Bebb and Beebee (2024) consider the following thesis: 
(EC) Our ordinary concept of causation is egalitarian (that is, non-selective).  
They then add:  
Since what we’re ultimately interested in is metaphysics [that is, this is what Bebb and Beebee are interested in-JW], we’re interested in (EC) because of its relationship to the following metaphysical thesis: (NR) Causation is a ‘natural’ relation—that is, a relation whose obtaining is independent of our interests, inquiries, conversational contexts, and so on.  
Bebb and Beebee worry that if it is not possible to separate the role of selection practices in causal judgment from other sorts of causal judgments that track (what they take to be) the egalitarian notion, this will undermine NR. To use Bebb and Beebee's example, suppose that people judge that the failure of Jack, the gardener responsible for certain plants, to water them causes their death but the failure of the Queen to water is not a cause of their deaths. If we assume that both omissions bear the same "natural" relation to the deaths (e.g., because both satisfy the counterfactual conditions described above), and if we assume that both judgments are "true", then (Bebb and Beebee claim) it follows that

 (EC) is false: according to the competent deployment of our ordinary concept of causation, Jack’s omission and the Queen’s are not, causally speaking, on a par.  
That is, (EC) makes no distinction between Jack's omission and the Queen's; hence if people are correct in judging that the former but not the latter is a cause, EC must be false.  Instead, this difference in judgment must reflect selection practices having to do with us (e.g., norm violation in Jack's case but not the Queen's) rather than some "worldly" relation independent of us[footnoteRef:13].   [13:  Issues about what it means to say that causal claims are "objective" and/or don't "depend on us" stand in need of some disentangling. On the view presented below, different practices of causal judgment, including selection practices, reflect different interests or goals associated with different causal questions-- e.g., we might be interested in the answer to a type-level causal question as opposed to a question about actual causation. I take this sort of "interest dependence" to be untroubling and no threat to "objectivity", since given a specification of a goal or a causal question it can be and often is an "objective" matter whether a correct answer has been provided to that question.  ] 

	Bebb and Beebee go on to consider various ways in which the argument just described might be evaded and the claim that we possess a concept of causation satisfying EC defended. These include the idea that selection practices reflect "pragmatic" considerations that can be separated from an egalitarian conception and the suggestion that our selection practices reflect "mistakes" or "biases" of various kinds.  Here I want to suggest a different way of responding to the issues raised by Bebb and Beebee. This will also serve as background for my subsequent discussion.  
	Bebb and Beebee's discussion is framed around the worry that "our concept" of causation might have "non-objective" elements (reflected in our selection practices) built into it.  There are issues with this framing around "concepts" (Woodward, 2021) but even putting these aside, there are other reasons for adopting a somewhat different approach. First, there are many different causal notions or varieties of judgment. At the level of so-called type- causation, there is the notion of total causation or total effect, a distinct notion of causation along a route or path, and notions of controlled and uncontrolled direct effect. (See Pearl, 2009, Woodward, 2003.) The notion of actual causation represents yet another distinct casual notion, and this might be further subdivided, into an account that claims to capture a general notion of causal relevance, in the sense in which both oxygen and the lit match are relevant to the fire  and a notion aimed at capturing selection practices. The  population-level notion of “causal attribution” discussed below represents yet another distinct causal notion. A plausible way of thinking about these different notions is as follows: they correspond to various queries that one can direct at structures in nature (perhaps understood in terms of a generic causal relevance notion linked to interventions in the manner described above), where the different queries reflect our interest in different kinds of causal information[footnoteRef:14]. For example, the total effect notion has to do with the overall effect of C on E, taking into account all of the various routes or paths by which C affects E-- a notion which corresponds to the effect on E of an intervention on C. Alternatively, one might be interested in how C affects E along some specific path or via some specific mediating variable.  This is a request for (somewhat) different causal information, which requires "freezing" off-route variables in an appropriate way, as described in Halpern and Pearl, 2005, Hitchcock, 2001, Woodward, 2003. The contrast between the total effect notion and the various path dependent notions is important for many purposes, including modeling racial discrimination (Pearl, 201 ). The existence of many different varieties of causal judgment helps to motivate my claim that judgments that involve selection are just one variety of causal judgment among many and correspond to just one set of questions that might be asked about a causal structure. Recognition of this variety allows us to avoid the idea that there is just one sort of causal judgment that corresponds to "our" or "the" of causation or to some single concept that is metaphysically fundamental, in contrast to others.     [14:  This is a kind of causal pluralism in the sense that it recognizes different varieties of causal judgment, but it is not pluralism in the sense in which that notion is often understood in the philosophical literature. The more usual understanding supposes that some causal relations involve difference-making, others involve the presence of a causal process and so on. The proposal above is that causal claims all have to do with what happens under interventions but address different intervention-related questions. This is what Hitchcock, 2007 calls "Intramural Pluralism". ] 

   In addition to the examples mentioned above, the following consideration supports the idea that there are causal judgments that are distinct from selection judgments: as argued by Woodward, 2001, Woodward, 2006,  Woodward, 2021, Cheng, 1997 and others, a fundamental feature of many causal claims is their connection to invariance (aka stability, robustness, insensitivity). Very roughly, a causal relationship is invariant to the extent that it will continue to hold under various other changes. One important dimension of invariance has to do with whether a causal relationship will continue to hold under changes in the frequency of the cause. Many causal relationships possess this feature, and we value causal relationships that have it. For example, the causal relationship described by Coulomb's law connecting the magnitude of two charges and the distance between them to the force they exert on each other is invariant under or independent of how often charges of those magnitudes that are that distance apart happen to occur. As another illustration, consider a poison that if ingested has a high probability p of causing death.  Both the truth of this type-level claim, and the "strength" of this causal relationship (presumably measured, at least in part, by p) and whether it is true that of some particular person who has ingested the poison and died, that this person's death was caused by the poison does not depend on the frequency with which the poison is ingested. So again we have a kind of causal judgment that is apparently not influenced by normality considerations, at least of the sort described above[footnoteRef:15]. Cheng's (1997) causal power theory explicitly assumes that the causal power of a cause for an effect e is independent of the base rate of occurence of c. She shows that when so characterized, power tracks causal strength judgments associated with one kind of verbal probe. This again shows that there is a kind of causal notion or judgment that is base rate indepedent. It is true, as argued in Icard et al., 2017 that the causal power notion does not track causal selection judgments well  but this just reflects the fact that the causal power notion is a different notion from whatever tracks selection judgments.  [15:  In the psychology literature an invariance based notion-- that of "robust sufficiency" as characterized in Woodward, 2006-- is often  interpreted in such a way that the robust sufficency of C depends in part on its base rate. (See. e.g.   Quillien, and  Lucas,  2023). For what is worth, this sort of dependence is not part of  Woodward's notion-- see Section 8. More importantly, there are, as explained above, good reasons for wanting a causal notiono (not the only causal notion but one such  notion) characterizing the relation between C and E that does not depend on the base rate of C. We need such a base rate independent notion to capture one dimension of the extent to which the C-- E relation generalizes across cases in which the frequency of C  and other factors vary. ] 

 Let me add that there is also a large body of work (e.g., Woodward, 2021) pointing to strong normative reasons why important classes of causal judgment should be insensitive to or invariant across changes in the frequency with which causes occur-- among other considerations this feature allows for the generalization or exportation of causal claims across different situations, including those in which the same causal factor varies in frequency. The various rationales for selection practices discussed below reflect this idea that different varieties of causal judgment figure in the service of different goals. For example, one plausible account of selection  is that this reflects judgments about which interventions to produce or prevent an outcome are optimal, given particular facts about the base rates with which causally relevant factors occur in  situations similar to the actual one. By contrast, if what we interested in is the extent to which a causal relationship exports to other, different situations involving different base rates,  this will involve a different goal for which actual base rates will matter less.  
 On this picture, it is a mistake to suppose that if one kind (or kinds) of causal judgment-- those that involve selection practices -- are sensitive to normality considerations, this must be the case for all varieties of causal judgment. It is also a mistake to suppose that if there are kinds of causal judgments that are not sensitive to normality considerations or if we think that causal judgments in some parts of science do not and should not reflect such considerations, it follows that the presence of normality considerations in other varieties of causal judgment is illegitimate. Put differently, the mistake is the assumption that "we” operate with single, unitary causal concept which either legitimately incorporates normality information or does not. This mistake is particularly tempting if one also assumes, as many metaphysically oriented philosophers do, that "actual cause" judgments are more basic or fundamental than other kinds of causal judgments, with the latter being in some way built out of the former. Whether or not selection effects related to base rate frequencies and social norms are operative in other kinds of causal judgment, it seems clear that they are particularly salient for actual cause judgments[footnoteRef:16]. Thus, with this assumption about the fundamental status of actual cause judgments, one is forced  into a dilemma-- either one needs to argue that, appearances to the contrary, norms and similar considerations do not influence actual cause judgments (or if they do, that this is a "mistake") or, alternatively, one must accept the conclusion that such considerations are central to all forms of causal judgment.  (I take this to be the worry that underlies Bebb and Beebee, 2024). The obvious way out is to reject the starting assumption about the privileged status of actual cause judgments[footnoteRef:17]. [16:  Although they do not always operate in connection with actual cause judgments, as the pre-emption example shows. ]  [17:  Halpern and Hitchcock, 2017 make a similar point. Given that the influence of social norms is particularly salient in some actual cause judgments, these seem a particularly problematic starting point for an "objective" theory of causation that captures what is common to all causal judgments. ] 

4. A Proposed Explanations for Selection Practices: Necessity and Sufficiency, kp (C, E)
 With this as background, I want next to look at some of the explanations or rationales that have been proposed for our selection practices. One prominent account, NES,  (Icard et al., 2017) makes use of a measure that is related to or in part motivated by (but not identical with-- see below) a measure that Pearl, 2009 calls PNS. PNS combines what Pearl calls the sufficiency and necessity strength of a cause.  Assuming variables are two-valued, the sufficiency strength (PS) is Pr(EC = 1 = 1 | C = 0 & E = 0).   Pr(EC = 1 = 1) is the probability that E would have been 1 if C is set to 1 via an intervention, in a context in which C=E= 0.  That is, the conditioning indicates that this probability is evaluated in a context in which one observes that C=0, E=0 and then sets C=1.   The necessity strength (PN) of C for E  is Pr (E c=0 = 0|C=1, E=1 ) -- that is, the probability that E would have been zero if C were set to zero via an intervention in a context in which C= E=1.  Pearl  then defines PNS  as  the probability that both the sufficiency strength and the necessity strength of C is 1 . He shows that PNS is related to PS and PN  in the following way:
PNS =  Pr (C=E=1) PN + Pr (C=E=0) PS 
That is, PNS is a weighted sum of necessity and sufficiency strength, with the the first term being the product of the necessity strength and Pr (C=E=1) and the second term being the product of sufficiency strength and Pr (C=E=0). One intuitive motivation, noted by Pearl, for the use of PNS as a strength measure is that it seems plausible that causation involves some kind of combination of considerations having to do with necessity and sufficiency. PS is one way of measuring sufficiency, PN one way of measuring necessity and PNS is one way of combining the two. I note below, though, that this is not the only way of   combining sufficiency and necessity.
	Icard et al.  describe PNS  as "similar in spirit" to their own proposal for measuring causal strength, but the measure they actually use (which they symbolize as kp (C, E)) differs from PNS in at least two ways. First, for the most part their discussion employs Pearl's "do" operator (the second level on Pearl's ladder-- see Pearl and Mackenzie, 2018) rather than counterfactuals (Pearl's third level, as above) in characterizing the necessity and strength terms. Second, and more importantly, Icard et al. reverse Pearl's weights on the "do" versions of these terms. In particular, kp (C, E)= Pr ((E=0/do C=0), C=1)Pr (C=0) +  Pr ((E=1/ do C=1), C=0,) Pr (C= 1). The first conditional probability (their interpretation of necessity strength)  is to be interpreted as the probability that E=0, if C is set by an intervention to zero in a context in which C=1  and the second probability (the sufficiency strength) is the probability that E= 1 if C is set via an intervention to 1 in a context in which C=0. The   necessity term   is weighted by Pr (C=0) and the sufficiency term  is weighted by Pr (C=1).    
	As Icard et al., 2017 show kp (C, E) does a good job of tracking both abnormal inflation in conjunctive structures and abnormal deflation in disjunctive structures[footnoteRef:18] .  In particular, as noted in footnote 12, the weighting in kp (C, E), rather than PNS is required to capture abnormal deflation in disjunctive structures[footnoteRef:19].  Consider first a conjunctive structure in which C=E=1, with A being the second relevant factor and assume Pr (A)<1 (otherwise, C would be at maximal strength). In this case, the necessity strength of C is 1, so that the first product in kp (C, E) is 1- Pr(C). In the second term the sufficiency strength is Pr(A), since C=1 will be sufficient for E=1 whenever A is present. The weight in the second term is just Pr (C). Hence in this case:    [18:  Henne et al, 2019, 2021  and Henne & O’Neill, 2022 claim  the NES model can also account for pre-emption, omission and double prevention   judgments. I lack the space to discuss these claims but, as noted above, am skeptical about this contention for pre-emption judgments.     ]  [19:  In the deterministic disjunctive case, the necessity term in kp (C,E)  for  both C1 and C2 is zero and the sufficiency term is 1 for both causes. To reproduce the observed effect of abnormal deflation, the frequency terms, Pr (C1), Pr (C2) need to go with the sufficiency term. By contrast, consider Pearl's PNS formulated in terms of counterfactuals. NS for C1 is Pr (-C2) and PS is 1. Thus, PNS for C1  =Pr (C1)Pr (-C2)  + Pr (-C1). As C1 increases in frequency the first product increases but the Pr (-C1) term decreases even faster, so again we do not get abnormal deflation. 
] 

  kp (C, E) = 1- Pr(C) + Pr (A) Pr(C). 
As Pr (C) increases (C becomes more normal),  Pr (C) decreases in value more than Pr (A) Pr (C) increases, since Pr(A)< 1. Thus, the value of kp (C, E) increases. Assuming that willingness to select a cause increases/decreases with corresponding increases/decreases in kp (C, E), and that kp (C, E) tracks causal strength judgments elicited by an appropriate verbal probe, this yields abnormal inflation--   C is more likely to be selected the more abnormal it is. 
	Now consider the disjunctive case with C=E= A=1. In this case, the necessity strength of C is 0 (E=1 is caused by A=1 when C=0) so the first term in PNS = 0. The sufficiency strength of C is 1, and the weight on this term is Pr(C).  Hence kp (C, E) in this case is just Pr(C).  Thus, assuming strength/selective judgments track kp (C, E), this captures the empirical result that in the disjunctive case, C is more likely to be selected the more normal it is.
      The ability of kp (C, E) to make accurate predictions about these selection practices is impressive, as is the fact that it has a normative rationale of sorts: it incorporates both necessity and sufficiency considerations, which are widely and, in my view, correctly viewed as important ingredients of many if not all causal claims.  Nonetheless some issues remain. First, there are cases in which the account gives inaccurate predictions even for simple unshielded collider structures --   the "non-occurrence conjunctive structures" described in Section 8.   Second, there are other sorts of causal structures besides those considered by Icard et al., 2017   in which   causal selection appears to be operative, such as those described in Section 6, and it is not clear that the NES/ kp (C, E)  account captures these[footnoteRef:20].   [20:  In addition the experiments used to test NES including those reported in Icard et al. 2017 and  Gerstenberg and Icard, 2019 all make use of deterministic structures, although the measure kp (C, E) also applies to probabilistic structures-- that is, to cases in which Pr (E/do C) etc are not equal to zero or 1. Consider, for example, a non-deterministc  conjunctive structure in which C is abonormal-- P(C=1) is low. kp (C, E) implies that as C becomes less necessary -- that is,   Pr ((E=0/do C=0), C=1, E=1) decreases-- C's strength rating/ tendency to be selected-- declnes.  Similarly, as the sufficiency strength of C increases, it should receive a higher rating.  It would be desirable to have experiments which  test these claims. ] 

	Third, although it is plausible that causal judgments ought to incorporate (and, as an empirical matter, people's judgments do often incorporate) both necessity and sufficiency information, kp (C, E) is by no means the only way of doing this. As we noted, PNS also incorporates necessity and sufficiency information but in a way that is different from kp (C, E). It is true that PNS yields empirically inaccurate predictions for selection in disjunctive structures but it would be desirable to have a better understanding of why kp (C, E) performs better than PNS, particularly since, as Pearl shows, PNS rather than kp(C, E) is the expression that captures the probability of necessity and sufficiency. In other words, to the extent that it is desirable to have a rational or functional account of causal selection, one would like some further insight into whay kp(C, E) works in the sense of tracking distinctions that it is rational to make. 
5. Another Proposed Explanations for Selection Practices: Optimal interventions.  
 A currently popular account of selection that overlaps fairly well (but not again not entirely-- see Section 9) with kp (C, E) focuses on the idea that selection judgments track optimal interventions. (Hitchcock, and Knobe, 2009, Hitchcock, 2017, Morris et al, forthcoming).  To the extent that this overlaps with the judgments derived from kp(C, E)  this might be thought of as providing and additional rationale for the use of  kp (C, E) .This suggestion about optimal interventions takes a variety of forms in the recent literature, but I will focus on my own generic statement[footnoteRef:21]. In the case in which a lit match, dry leaves and fire are all present, people focus on the future (in which one does not have specific information about which of these is present) and ask which of the two factors (leaves, match) it would be optimal to intervene on if one wants to produce a fire. Take "intervening on a factor” to mean doing something that ensures that the factor is present. Suppose that dry leaves have a high probability of being present regardless of what one does, while lit matches are rare. Hence in order to produce a fire, it is preferable to introduce a lit match. The suggestion is that the practice of selecting the lit match rather than the dry leaves reflects this judgment-- that is, the lit match is selected because it is the optimal target of intervention in the case described.  In general, according to this account, the less frequent cause will be the optimal target of intervention in conjunctive structures, which is the empirically observed pattern[footnoteRef:22]. In cases in which selection in a conjunctive structure is influenced by a norm a similar account holds: if the faculty member taking a pen violates a norm and the staff member's taking does not, then the optimal intervention is to alter the behavior of the faculty member (thus enforcing the norm) which is why this behavior is selected. Similarly for the Queen and gardener example.  [21:  Morris et al., forthcoming focus on the role of selection judgments in furnishing information about the effectiveness of future interventions. A contrasting view is that selection judgments encode information about the effectiveness of past interventions. The "generic" view I describe is perhaps closer to that of Morris et al. but I have not followed this exactly.]  [22:  Here I describe the  usual assumption in  optimal intervention accounts  which is  that the optimal interventon just depends on the base rates of the causally relevant factors. However, if one takes  "optimal intervention" literally , one might think that other consideratinos ought to matter too-- for example, how easy it is to carry out an intervention that produces or prevents the factor in question. Of course, often the more abnormal or rare factor will be the easier to change but this is not always the case-- lightning strikes are rare but not easy to intervene on. In contrast, a lit match is not just relatively rare but also relatively easy to   produce, making it an optimal target for intervention in both respects. It would be interesting to see whether there is an independent effect having to do with the difficulty of intervening on selection. 
] 

	Of course, it is true that, if you wanted to prevent the fire and the only relevant considerations are the frequencies of lit matches  and dry leaves, one should presumably be indifferent about which to remove, since the absence of either one will prevent the fire and we are assuming that an intervention can guarantee such absence. But, it can be argued (see Kirfel, Icard and Gerstenberg, 2021)  that if indifference is appropriate if the goal is prevention and intervention to introduce a short-circuit appropriate if the goal is to produce a fire, this still supports selection of the short circuit. That is, regardless of whether one's goal is production or prevention, intervening on the short-circuit will either be better or no worse than intervening on oxygen.  
          In disjunctive structures this line of argument yields the opposite profile. To choose a favorable example, suppose that there are two diseases, D1 and D2, each of which are sufficient causes for the outcome death (M). D1 occurs frequently in the population of interest, D2 rarely. Both D1 and D2 and thus M are present in the actual situation.  If one wants to prevent future occurrences of M, it is optimal to intervene to prevent D1 rather than intervening to prevent D2 This fits with the idea that in disjunctive cases the more frequently occurring cause is selected-- again a prediction of kp C, E) and what is found in experiments. Of course, if one wanted to produce, rather than prevent M, one should be indifferent between introducing D1 in a situation in which it is absent and introducing D2 in a situation in which it is absent. But again, it can be argued that regardless of one's goals, intervening on D1 is either better (if one has the goal of prevention) or no worse than intervening on D2 and these facts rationalize selection of D1. 
The optimal intervention account can be used to provide a further explanation for why NES succeeds on the conjunctive and disjunctive structures considered so far, since as we have seen, it yields the same judgments as the NES account. However, as argued  in Section X, there are cases in which the two accounts diverge and here the optimal intervention seems normatively superior even though the NES account may do a better job of tracking the selection judgments people in fact make. The basic reason for this is that the NES account works well when the factors that are relevant to whether an intervention is optimal are just those that figure in kp (C, E)-- that is, base rates in the deterministic case. To the extent that there are other factors that influence the optimality of interventions, these can lead to judgments that diverge from kp (C, E).	 
6. Causal Attribution.  Now let me contrast this proposal with an (apparently) somewhat different account of abnormal deflation in disjunctive structures that also shows it to be sensible, given appropriate assumptions about just what the problem to be solved is[footnoteRef:23]. This account conceptualizes causal selection as a causal attribution problem. To illustrate, return to the disease example and suppose that a patient has symptoms that can be caused by either D1 or D2 but not both and that each, if present, would deterministically produce the observed symptoms. If one has no further information about which disease is present, it is rational to attribute the symptoms to the more frequent disease.  Thus, if subjects construe selection between causes in a disjunctive structure as an attribution problem, they will exhibit abnormal deflation. Note also that this provides a (further) rationale for the treatment of abnormal deflation in disjunctive structures in terms of the strength measure kp (C, E) since, as noted above, in this case, kp (C, E) in effect treats such cases as an attribution problem-- in the deterministic disjunctive structure kp (C, E) is just P(C) and if the structure is non-deterministic kp (C, E) = P (C) P(E/do C) . In other words, the suggestion is that the reason why it works to put  the weight P(C=1) on the sufficiency term     kp (C, E) does rather than on the necessity terms as PNS does is that subjects treat selection in the disjunctive case as an attribution problem.  [23:  The attribution  account that follows, both for disjunctive and conjunctive structures, is due to Patricia Cheng. and will be discussed in a forthcoming paper, along with supporting experimental evidence. out? ] 

	  According to this account, although participants know, in the disjunctive structure, that both causes and the effect are present they nonetheless reason as though they are faced with a different situation in which they don't know which of the two causes is present and use frequency information to make an inference about  which would be most likely to have produced the effect.  Although this may seem somewhat puzzling, note that the optimal intervention account makes a rather similar assumption-- although subjects know which causal factors are present on a particular occasion, their selection judgments are nonetheless guided by judgments about would produce or prevent the effect on other occasions[footnoteRef:24].   [24:  Hitchcock (2017) emphasizes the important point that actual cause claims are typically (although not always) "backward looking" in the sense that we reason backward from an effect to its causes in identifying an actual cause. By contrast, both the optimal intervention account and the attribution account are forward looking, in the sense that they take selection to involve looking ahead to making judgments about optimal interventions or causal attributions  in  future cases or at least in other situations besides the one that prompts the actual cause judgment. This is also true of Hitchcock's account of actual cause judgments, which emphasizes their role in planning. How this aspect of the proposals fit with the backward- looking character of actual cause judgments is an interesting question.  ] 

	Although this attribution construal can be used to capture abnormal deflation in disjunctive structures, it cannot be straightforwardly extended to conjunctive structures. If each of two causes is necessary for an effect, as in the leaves/match/fire example, it does not make sense to attribute the effect to one or the other of these. To the extent that attribution makes straightforward sense, the effect must be attributed to the conjunction of causes, rather than individually. Nonetheless, there is the following possibility: subjects reconstrue selection questions about conjunctive structures as questions about disjunctive structures concerning the conditions which would lead to the non-occurrence of the effect of interest, thus allowing these to be treated as attribution questions in the same ways as other disjunctive structures. For example, when presented with the leaves/match /fire case, people consider a scenario in which the fire is absent (or in which it is desired to prevent the fire). Both the absence of dry leaves and the absence of the match are individually sufficient for the absence of the fire and this structure (absence of dry leaves or absence of match--> absence of fire) is disjunctive. If people reconstrue the original conjunctive structure as a disjunctive structure in the manner described, and follow the attribution rationale above for disjunctions, they will select the more frequent cause (absence of the match) which can be taken to correspond to selection of the match, the observed effect in the original conjunctive structure. This gives us an alternative normative story about selection in conjunctive structures. 
7. Additional Experimental Results: I turn now to a discussion of some additional experimental results described in Qillen and Lucas, 2023.   Their own positive proposal for explaining these results assumes that subjects employ a complicated process of repeatedly sampling counterfactual possibilities from an assumed causal model, where these are weighted by a stability parameter s which reflects subject  trade-offs between the weight they assign to the actual circumstances and the weight they assign to unactulized counterfactual possibilities. I will not discuss this proposal here both because of its complexity and because I think that their experimental results can be explained more simply by the proposals already discussed.   
In Qillen and Lucas's experiment 2a, a player will win a game if she draws at least two colored balls from three urns. Urn one contains one colored ball out of twenty, urn two, ten colored balls out of twenty and urn three nineteen out of twenty. As it happens, the player draws colored balls from all three urns. Subjects give a higher rating to the draw from the intermediate urn . Letting U1, U2, U3 be one or zero according to whether a colored ball is drawn from the urn in question, and W=1 or 0 according to whether the player wins, the obvious causal model is  

(7.1) W= U1. U2 v U1.U3 v U2. U3. 

NES, the optimal intervention account and the causal attribution account all imply that the most probable of the disjuncts in X will be selected. This is U2. U3. Then if subjects are required to choose one of the conjuncts from this disjunct, all three accounts imply this will be the less probable conjunct U2. This is what is observed.
In Qillen and Lucas's experiment 2b, the set up is like that in 2a, but this time the player draws a non-colored (black) ball from the high probability urn U3 but colored balls from U1 and U2, again winning the game. In this case, subjects give a higher causal rating to the draw from U1. In this case, a plausible analysis goes as follows: since  black balls do not cause winning, we should put aside the draw from U3-- it is not a cause of winning at all. The cause of winning is the conjunction of the draws of colored balls from urn 1 and urn 2-- that is, U1=1. U2=1. All three of the accounts considered above imply in such a case, the less probable conjunct U1=1 will be selected. Again this is what is observed. There is no need to invoke a parameter like s.  
8.   A Case  in which kp (C, E) Fails. I said above that although kp(C, E) captures several selection practices, there is at least one case in which it makes inaccurate predictions. Gerstenberg and Icard, 2020 conducted a series of experiments that used animations involving moving balls rather than vignettes and asked subjects to make selection judgments about these.  Subjects see three balls, A, B and E. Ball E is initially stationary while A and B are moving. The effect of interest is whether E goes through a gate when struck by A or B or both.  There are two "blockers" which sometimes block A and B and sometimes let them through so they can strike E. The experiment varied the probability with which the  blockers allow the balls to go through (thus how "abnormal" this is) and also the causal structure of the situation: for example, in some cases both A and B needed to go through the blockers for E to go through the gate (corresponding to a conjunctive structure) while in other cases E would go through the gate if either A or B got through the blocker (disjunctive structure). The animations presented a number of possibilities: a conjunctive structure in which both balls go through, a disjunctive structure in which both are blocked and so on, with variations in the base rates with which the blockers successfully block. After viewing the animations subjects were asked to select which of two statements  "better described what happened" -- e.g., if  both A and B are unblocked and  E goes through the gate, subjects are asked to select one of the following: Ball E went through the gate because A went through the blocker, Ball E went through the gate because B went through the blocker. (Note that here the verbal probe is different from the "causal strength" probe mentioned earlier-- here subjects are required to choose one of two possibilities.)
	Despite this difference in probe, the results largely follow those reported in previous selection experiments. For example, in a conjunctive structure in which both balls went through, subjects overwhelmingly selected the ball which is normally blocked-- that is, the "abnormal" occurrence of the ball going through (thus abnormal inflation in a conjunctive structure). In a disjunctive structure in which both balls are unblocked subjects selected the ball that normally goes through-- thus abnormal deflation. These results suggest that effects like abnormal inflation/deflation are also present in cases in which the interactions are "physical" in the sense that no human agents are involved, and the cases are (visually) "experienced" rather than described in a vignette, thus confirming that these are robust effects. These results for abnormal inflation in conjunctive structures and normal inflation in disjunctive structures are again what is predicted by the kp (C, E) account, as well as by the optimal intervention account and the attribution account when construed as above .  However, neither the kp (C, E) account nor various other  alternative theories the authors consider predict the full pattern of experimental results. In particular, when both balls are blocked in a conjunctive structure, the most natural application of kp(C, E) predicts selection of the ball that normally gets blocked.  This follows on the assumption that the conjunctive structure with both balls blocked is equivalent to a disjunctive structure in which the blocking of either of either ball is sufficient for E not going through.  In such a structure the more normal cause-- in this case, the ball usually blocked-- is predicted to be selected. In fact, in this case subjects had no preferences in their causal selection-- they selected each of A being blocked and B being blocked half the time, regardless of which blocking was more normal.   
Turning now to the optimal intervention account, if we retain the assumption that the both balls blocked scenario is equivalent to a disjunctive structure and, as above, assume that such cases participants focus on the intervention that will prevent what happened, they should select the most normal cause-- that is the ball which is most frequently blocked.  As noted, this is not what subjects do, so that the optimal intervention account, when interpreted as above, also fails to predict subject behavior. We are thus faced with the question of why they behave so differently in this case from the apparently similar disjunctive case in which E goes through[footnoteRef:25].   [25:  On the other hand, if we assume that participants instead select the intervention that reproduces whatever effect actually happened (as opposed to preventing that effect), which after all is what subjects do in conjunctive structures-- and recall that the both balls blocked scenario involves a conjunctive structure,  we can capture the result just described. That is, if participants want to bring about the failure of E to go through the gate (what actually happens), it does not matter whether we intervene on a blocker to prevent A getting through or on a blocker to prevent B getting through. So (with this rationale) it is not surprising that subjects are evenly divided in their preferences.
] 

9. Other Candidates for Selection: Invariance/Robustness.	So far, I have followed Icard et al., 2017 in focusing on simple conjunctive and disjunctive structures involving two causally relevant factors and in which the test for the presence of selection was influence by normality considerations. However, there are additional kinds of cases in which it might seem that selection practices are at work-- or if it it is thought that they are not at work, one might wonder what distinguishes such cases from cases in which selection is present.  We can motivate one variety of these by returning to the probability of sufficiency term in PNS/kp (C, E). Gerstenberg, Icard and others  (e.g., 2017, 2019) who have discussed this term have motivated it (in part) by reference to the notion of robust sufficiency described in Woodward, 2006. Very roughly a cause is robustly sufficient  in Woodward's sense to the extent that it can cause the same effect across a range of different conditions, including both causally irrelevant and additional causally relevant factors. (I emphasize that this is not proposed as a necessary condition for a factor to count as causal but rather as condition that factors that are causal can meet to be differing extents and that seems to track some kinds of causal strength judgments.) Robust sufficiency is a one kind of invariance condition and, as with other varieties of invariance, people tend to regard robust causal relations as particularly "good" or "paradigmatic" causal relations. This is so for obvious reasons, including the fact that robust relations are more generalizable. (See, e.g. the experiments reported in Vasilyeva et al, 2018 and others discussed in Woodward, 2021.)
	One kind of case in which a  robustly sufficient  cause is operative is the following: C requires some additional condition Xi to cause E, but any one of a number of different Xi s will be sufficient in conjunction with C for E, so that in this respect C is a robust cause of E.  In other words, C can cause E across varying Xi s, variations in the probabilities with which these Xi s, occur,  variations in the base rate with which C occurs and variations in the values of other factors besides the Xi s.  Note that this  characterization of robust sufficiency makes no reference to the base rate of C, (or for that matter the base rates of the Xi s ) so that  this feature  distinguishes robust sufficiency from  NES. As an illustration, let C be malnutrition or a weakened immune system and suppose that by itself C will not cause death by itself but it will (or often will) in conjunction with any one of a large number of opportunistic infections X1.. Xn. That is, as long as C and one of the opportunistic infections  Xi is present, this can and often does cause death, regardless of how common C or the Xi is.   If we apply NES to this example, following the argument in Section X, kp (C, E) will reflect the values of both P(C) and P (Xi) for whatever Xi  =1. As noted   robust sufficiency in Woodward's sense will not reflect these factors.
   When the relationship between C and E is robust in the sense described above, as long as some Xi or other is likely to occur, E is likely to occur as long as C is present, and E will not occur even if some Xi does occur as long as C is absent.  Moreover, things are not symmetric when the roles of the Xi and C are exchanged: It is not true that if C were present and the particular Xi that occurs were to fail to occur, E would not occur. Instead, some other Xj , j  i might have occurred (in some cases may be likely to occur) and would have led to E in the presence of C.  This asymmetry provides a possible rationale for "selecting" C rather than the Xi that actually occurs as "the" cause.  where again this rationale is arguably different from kp (C, E)..  
	In the above scenario, malnutrition is relatively frequent in comparison with any particular infection and hence, one might think, more "normal." [footnoteRef:26] If this is right, kp (C, E) predicts that in any given case in which an infection occurs, it rather than malnutrition will be "selected" as the cause  of death[footnoteRef:27]. This prediction may correctly track many people's judgments-- it certainly reflects the standard practice of medical personnel and coroners who fill out cause of death certificates: they will very likely choose the infection rather than malnutrition. On the other hand, at least some researchers (e.g., those from a public health background) are likely to think that if any cause should be "selected", it is malnutrition. Interestingly, this is also what the optimal intervention account seems to imply: if one wants to prevent someone's death, it is plausibly a better strategy to intervene to strengthen her immune system than to intervene separately to prevent each of the possible infections. (The same conclusion follows if you want the patient to die-- best to weaken her immune system.) Thus  this may be a case in which the predictions of kp (C, E) and the optimal intervention account come apart. As noted above, the reason why this can happen is that other features may be relevant to which target for an intervention is optimal besides the base rates or normality of the cause. In the case under discussion, the extent to which a cause is robustly sufficient is such a factor.   [26:  It might be claimed that malnutrition is abnormal in the sense to being contrary to a norm of good health or proper human functioning but of course the same is true for infection. In any case, it is arguable that our judgments about the example do not depend on how rare malnutrition is. Malnutrition can be a robust cause of death even if it is relatively rare (since the robustness of malnutrition does not depend on the frequency with which it occurs) and to the extent that selection tracks robustness, malnutrition will be selected regardless of how rare it is. ]  [27:   This follows immediately if kp (C, E) is just applied to the events that actually occur-- take  I= immune deficiency and Xk to be the particular infection that actually occurs. The structure is then a simple conjunctive one:  D= I. Xk, where D is death and the prediction of NES is that the more abnormal event Xk will be selected.  We might also model the structure in the more complicated way contemplated in Section 7: D= I. X1 v 1. X2 v... I. Xn. Following the procedure in that section,  we can interpret NES as telling us to first treat this as a disjunction, so that we "select" the most probable of the disjuncts and then, if we must choose one conjunct from this disjunct, choose the less probable one. This will again result in the selection of some Xi. ] 

I'm not aware of experiments that probe people' s selection choices in scenarios of this sort but it would be interesting to investigate what choices they make. As this example illustrates in addition to the question of whether people in fact select more robust causes in scenarios like those above, one can also ask the normative question of whether they ought to do so. In this case, I think there is much to be said for an affirmative answer, even if as an empirical matter, people's selection judgments depart from it. Here the optimal intervention account can be used to criticize and suggest reform of some selection practices.  
10. Conclusion. There are several possible rationales for causal selection practices, including kp (C, E), intervention-based and attribution-based justifications.  The intervention based rationale is arguably more general than kp (C, E) and also has a more transparent normative basis.The attribution-based account deserves further exploration. In any case, selection judgments are just one kind of causal judgment and other sorts of judgments will be associated with different rationales and goals. 
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